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PREFACE

The Fifth Annual Thermal and Fluids Analysis Workshop was held at the Ohio Aerospace Institute,

Brook Park, Ohio, cosponsored by NASA Lewis Research Center and the Ohio Aerospace Institute,

August 16-20, 1993. The workshop consisted of classes, vendor demonstrations, and paper sessions.

The classes and vendor demonstrations provided participants with the information of widely used tools

for thermal and fluids analysis. The paper sessions provided a forum for the exchange of information

and ideas among thermal and fluids analysts. Paper topics included advances and uses of established

thermal and fluids computer codes (such as SINDA and TRASYS) as well as unique modeling

techniques and applications.
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Huntsville, Alabama

and
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ABSTRACT

The complex geometry and stringent thermal requirements associated with the Advanced X-ray
Astrophysics Facility - Imaging (AXAF-I) necessitate a detailed and accurate thermal analysis of the

proposed system. A brief description of said geometry and thermal requirements is included in this

paper. Among the tools considered for the aforementioned analysis is a PC-compatible version of the

Integrated Thermal Analysis System 0TAS). Several bench-mark studies were performed to evaluate

the capabilities of ITAS and to compare the corresponding results with those obtained using TRASYS

and SINDA. Comparative studies were conducted for a typical Space Station module. Four models

were developed using various combinations of the available software packages (i.e. ITAS, SINDA and

TRASYS). Orbital heating and heat transfer calculations were performed to determine the temperature

distributions along the surfaces of this module. A comparison of the temperature distributions obtained

for each of the four cases is presented in this paper. Results of this investigation were used to verify

the different ITAS modules including those used for model generation, steady state and transient

orbital heating analyses, radiative and convective heat flow analyses, and SINDA/TRASYS model

translation. The results suggest that ITAS is well suited to subsequent analyses of the AXAF-I.

INTRODUCTION

The Advanced X-ray Astrophysics Facility (AXAF-I), shown inFigure 1, is a proposed space

observatory, designed to address several fundamental questions in astrophysics through celestial

observations, The importance of AXAF-I stems from its selective sensitivity to x-rays. Recognizing

that x-rays are emitted as a result of fundamental processes affecting the formation, destruction, and

behavior of stellar objects, AXAF-I is expected to enhance man's understanding of the history of the
universe.
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Figure 1" AXAF-I Flight Configuration
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AXAF-I is the successor to the Einstein X-ray Observatory, flown between 1978 and 1981.

Like the Einstein, AXAF-I will employ special mirrors, capable of projecting high-quality images of

stellar objects. This new facility, however, will exceed the capabilities of the short-lived Einstein;

AXAF-I will provide 10 times the resolution and 100 times the imaging sensitivity of Einstein. With a

life expectancy exceeding 5 years, AXAF-I is scheduled for launch in 1998. The craft will follow an

elliptical Earth orbit with minor and major axes of 10000 km and 100000 kin, respectively. A 28.5 °

angle of inclination will be maintained. Under the direction of NASA's Marshall Space Flight Center,

the flight system is being developed by a broad-based industry team including TRW Inc. Eastman

Kodak, Ball Aerospace, Perkin-Elmer Corporation, The Smithsonian Astrophysical Observatory, M1T,

and Martin Marietta Aerospace.

Aft
Forward _ Mirror
apem_ Ze.g_ur Ft_ apenun_
plate (AL) (Iavag) plate (AL)

Figure 2:

Thermal _ Outer Thermal

precoilimator cylinder (AL) I_/IRMA post collimatormount

HRMA configuration must meet performance requirement with minimum thermal

sensitivity and assembly/alignment risk

AXAF DESIGN AND SYSTEM REQUIREMENTS

The High Resolution Mirror Assembly (HRMA) comprises x-ray imaging mirrors of a special

type known as "Woiter, type-l, grazing incidence mirrors." Simply stated, X-rays approaching the

mirrors with an angle of incidence between a few degrees and the normal are absorbed (i.e.

transmitted) by the mirrors. For angles of less than a few degrees, "soft" x-rays of a few angstroms in

wavelength are reflected and imaged using specialized optics. These mirrors are thin-walled cylinders
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constructedof Zerodur material. The primary mirrors are parabolic whereas the secondary mirrors are

hyperbolic. Because the grazing angle of incidence is low, the collection area of Welter-type optics is

necessarily small. The effective collecting area is increased by nesting concentric sets of mirrors. The

AXAF-I HRMA uses four sets of grazing incidence optics, radially and axially parafocalized to a 10 m
focal length. The largest parabolic mirror has an inner diameter of 1.2 m; the smallest is 0.68 m.

Each mirror is 83.8 cm in length. To satisfy the encircled energy requirement, the polished mirrors

must be mounted in a strain-free configuration and assembled to small alignment tolerances. These

tolerances must, of course, be maintained during ascent and in the orbital environment. A central

aperture plate is the primary structural dement in the HRMA; this plate is fabricated using a high-

strength aluminum alloy, so chosen because it's high thermal conductivity minimizes temperature

gradients which can misalign the mirrors. The forward and aft aperture plates are equipped with ghost

image control baffles and multi-zone heater tapes which maintain the assembly at a temperature of 20C.

Pro-- and post-collimators narrow the view factors (i,e. to cold space and to the 10 C telescope) and

minimize heat losses and axial temperature gradients. Heater tapes located on the quarter-point flanges
and circumferential MLI blankets minimize diametrical thermal gradients (the HRMA isothermal

spatial temperature variation must be mai_ntained to within 2.5_ F of the orbital thermistor control set

point). The axial, diametrical, and radial temperature gradien_ must also be maintained to within 1.5

F, 0.5 F, and 1.0 F, respectively.

AXAF-i has provisions for two focal plane Science Instruments (SFs); these huclude a High

Resolution Camera (HRC) and an AXAF CCD (Charge Coupled Device) Imaging Spectrometer

(ACIS). The HRMA rem_stati0nary and the SIM willhave the capability to move and position the
appropriate SI at the focal plane of the _.

In order to make on-orbit observations with the precision required to meet the established

scientific objectives, ground calibration of the HRMA in conjunction with the SI's, must be performed.

Calibration will take place in the X-ray Calibration Facility (XRCF), at the Marshall Space Flight
Center.

OBJECTIVE OF STUDY

A complex geometry, coupled with the need to maintain a strictly defined thermal
environment, justify the need for a detailed thermal model of the AXAF-I. Furthermore, the HRMA

and other specularly reflective surfaces require an analysis tool that may be used to determine specular

(ray tracing/Monte Carlo) view factorslScript-F components of radiation conductors. Among the tools

considered for this analysis is an interactive, menu driven, PC-based thermal analysis package known

as PC-ITAS. Complex models can be quickly generated using a comprehensive set of integrated

surfacegeometry generationprimitives.Figure 3 shows an ITAS-generated representationof the

AXAF-I. While the preliminary evaluations of ITAS were particularly encouraging, further studies

were needed to determine whether this sottware is suitable for the task at hand. Therefore, a series of

bench-mark studies was performed using a geometry for which the results are accepted and

documented. In this ease, a Space Station module was considered. Results obtained using TRASYS
and SINDA were compared with those obtained from 1TAS.
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Figure 3: ITAS generated AXAF-I exterior model

METHOD OF EVALUATION

As stated in the previous section, a study was conducted to evaluate PC-ITAS and to compare

the performance of this package with that of TRASYS and SINDA. The test case chosen for this

evaluation involved a Space Station module in a 250-n.mi., circular earth orbit. A beta-angle of 38°,

with respect to the Sun, was assumed for this orbit. Values used for the absorptivity and emissivity of

the MLI-covered exterior surfaces of the module were 0.30 and 0.40, respectively. The 0.i56-inch-

thick Aluminum skin which separates the inner layer of insulation from the interior of the spacecraft

was included in the model. An effective emissivity of 0.02 was assumed between interior and exterior

surfaces of the spacecraft. Finally, interior surfaces were assumed to exchange heat, via convection, at

a rate of 0.20 Btulsq.ft.hr. to an environment at 70 F. Radiation heat transfer was considered

between interior walls of the module, for which the emissivity was assigned a constant value of 0.90.

Figure 4 shows a schematic of the model that was generated using 1TAg.

Four sets of analyses were conducted. In the first case, ITAS was used (exclusively) to

generate a model of the module and to perform orbital heating and subsequent heat flow calculations;



results of these calculations were then used to predict interior and exterior surface temperatures. In the

second and third cases, HAS translators were used to generate SINDA and TRASYS input decks (i.e.
using the very same model developed for case one). For the second case, SINDA was run without

modifying the respective input deck. In the third case, however, heat fluxes obtained using the ITAS-

generated TRASYS input deck were integrated with the ITAS- generated SINDA model. In the fourth

and final case, TRASYS and SINDA files were generated and analyzed, independent of HAS.

oz" _ / i Is •

• • • f

j" ". f

Y

Figure 4: HAS generated schematic of the space station model.

RESULTS AND DISCUSSION

The temperatures of selected nodes, shown in figure 4, are depicted in Figures 5 u"u'ough 12.
Nodes 7 and 15 are the exterior nodes on the end-cone and have no view of the ear_. V..e. the

contributing heat source and sink are the solar heat flux and radiation to deep space. Node 30 is on the
main cylindrical portion of the module and has partial view of the earth. Node 46 is the exterior node

on the other end-cone which is pointing at the earth. Nodes 67, 75, 90 and 106 are the corresponding

interior nodes to the above mentioned exterior nodes. As shown in the figures 5 through 12, results

corresponding to each of the four cases were in general agreement; hence, the findings of this study
suggest that the performance of 1TAS is acceptable, at least for cases in which diffuse surface

properties may be assumed. These results serve to verify the model definition, steady state and

transient orbital heating analysis, radiative and convective heat flow analysis, and translator modules
included in the ITAS package.

Additional studies are underway to verify other features of ITAS including the capability for
ray tracing and specular surface radiation modeling. These features are of particular interest because
they are not accurately handled by COSMIC TRASYS.
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AN ENGINEERING CODE TO ANALYZE HYPERSONIC

THERMAL MANAGEMENT SYSTEMS

Valerie J. Van Griethuysen

Wright Laboratory

Wright-Patterson AFB, OH

Clark E. Wallace

Science Application International Corporation

Torrance, CA

INTRODUCTION

Thermal loads on current and future aircraft are increasing

and as a result are stressing the energy collection, control and

dissipation capabilities of current thermal management systems and

technology. The thermal loads for hypersonic vehicles will be no

exception. In fact, with their projected high heat loads and

fluxes, hypersonic vehicles are a prime example of systems that

will require thermal management systems (TMS) that have been

optimized and integrated with the entire vehicle to the maximum

extent possible during the initial design stages. This will not

only be to meet operational requirements, but also to fulfill

weight and performance constraints in order for the vehicle to

takeoff and complete its mission successfully. To meet this

challenge, the TMS can no longer be two or more entirely

independent systems. Nor can thermal management be an after

thought in the design process, the typical pervasive approach in

the past. Instead, a TMS that has been integrated throughout the

entire vehicle and subsequently optimized will be required. To

accomplish this, a method that iteratively optimizes the TMS

throughout the vehicle will not only be highly desirable, but

advantageous in order to reduce the manhours normally required to

conduct the necessary tradeoff studies and comparisons.

This paper will discuss a thermal management engineering

computer code that is under development and being managed at Wright

Laboratory, Wright-PatterSon AFB. The primary goal of the code

will be to aid in the development of a hypersonic vehicle TMS that

has been optimized and integrated on a total vehicle basis.

BACKGROUND HISTORY

Prior to high speed flight, thermal loads on aircraft were not

overtaxing the capabilities of existing cooling approaches,

coolants or structural material temperature limits. Consequently,

thermal management was not on overriding design consideration.

with the advent of high sp_eed flight, this is changing.

Previously, aeroheating prediction methods were undergoing

development and did not have the fidelity that we are witnessing

today. As a result, the extent of thermal protection needed was
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not apparent during the initial design stages for vehicles, such as
the space shuttle. Consequently, some of the solutions for thermal

protection of the shuttle were "fix-it" solutions, ultimately

resulting in payload loss potential, with hypersonic vehicle

development, we can not afford to take this approach.

Between the lessons learned from previous programs, such as

the shuttle, and the current heat loads that are anticipated for

hypersonic vehicles, thermal management can no longer be relegated

to the tail end of the design cycle, instead, there must be active

involvement during the early design cycle. Furthermore, to enhance

the overall vehicle performance and to aid in meeting weight

constraints, an integrated engine/airframe thermal management

system will have to be developed. This leads to the need for a

computer code that will aid in that process.

After a review of available codes and identification of

computational requirements, it was decided to base an integrated

thermal management code on an engineering code that was under

development by Science Applications International Corporati0nknown

as HYSTAM (Hypersonic Structural Thermal and Acoustic Management).

The primary author submitted a proposal, during autumn 1990, to

further develop and enhance the code to meet requirements for a

hypersonic vehicle program. The proposed program was approved

January 1991 and the effort was under contract before the end of
August 1991.

To differentiate HYSTAM from the resulting code to be

developed during this effort, a new name was derived and the code

became known as the Vehicle Integrated Thermal Management Code or

VITMAC. In addition to the code's technical capabilities, it was

necessary that it be non-proprietary. This was to ensure that it

would be available to the government and government contractor's

associated with thermal management for the hypersonic vehicle

program in the near term, and eventually to a wider user base. An

additional attractive feature of this code was its modularity which

easily facilitates the incorporation of non-proprietary codes,

subroutines or algorithms from the various sources involved with
the program.

CODE ARCHITECTURE

The design approach that went into the development of VITMAC

was to simulate a vehicle's thermal management system as a network

of open and closed fluid loops with adjacent structures, which may

experience external or internal heat loads. _ Since the networks

also included components, such as pumps, tanks, heat exchangers,

cooling panels, piping, fittings and turbomachinery, the ability to

add them was incorporated into the code. This was possible due to
the modular design of VITMAC.

Originally, VITMAC had three primary modules, a general

cooling network thermal-fluids response module, a structure thermal

response module, and a heat loads module. The heat loads module,

for example, contained the capability to compute aerothermal heat

14



loads and to calculate the heat flux onexternal surfaces of an
earth-orbiting body. 2 After contract initiation, the heat loads
module was expanded to include internally generated heat loads. In
addition, new modules were added and included a fuel tank module

and a component performance module. The role of the fuel tank

module is to predict thermal-hydraulic response of the cryogenic

tanks and inlet conditions to the cooling networks. The purpose of

the component module is to calculate component performance and

thermal response and provide coupling with the cooling networks.

Figure 1 outlines the code module architecture. A generic VITMAC

cooling network is presented in Figures 2 and 3. Figure 2 is a

generic cooling network showing various components, with aero-

heating and internal heat load inputs and thermal outputs. Figure

3 is the same cooling network that is broken down further to show

control volumes, branching and merge points, structure breakout and

heat sources and sinks. _ A more detailed description of the
modules follows.

Coolinq Network Thermal-Fluid Module.- This module determines the

thermal and hydraulic response of a user-defined active cooling

network. This module is coupled to the Structure Thermal Response

Module. Contained within this module is the capability to have

multiple cooling flow loops with multiple coolant sources (i.e.

tank) and sinks (i.e. combustor, film cooling). Variable time

dependencies can be accepted for the source and sink conditions.

Multiple branching and merge points within the loops to simulate

parallel flow is also present. Individual coolant loops can

thermally interact through designated heat exchangers, as well as

allow for coolant (fluid) mass addition and subtraction. The fluid

flow can be simulated as being either once-pass through, as in an

open system, or recirculating flow, as in a closed system. The

code also allows for flow reversal.

VITMAC is currently set up to handle the computation of heat
transfer coefficients and friction factors for various flow areas.

These include smooth and rough wall for pipe flow and flow between

parallel plates for laminar, turbulent and transitional flow. Heat
transfer coefficients are based on Nusselt number correlations.

Also contained within this module is a loss coefficient library

containing several plumbing components, such as valves, tees,

elbows and bends. These are listed in Table 1 and can be expanded

as needed.

The ability to include pressure drops has been generalized to

account for pressure losses due to both skin friction and form drag

within the network components. Also contained within this module

is the capability to determine hydrogen property data. To

accomplish this, NASA Lewis Research Center's code GASPLUS has been

coupled with VITMAC as well as built in hydrogen property functions

and tables. In addition, a separate submodule for tank operating

conditions for hydrogen, oxygen and helium has been developed.

This module is being updated to include correlations for

predicting the heat transfer and losses associated with various

cooling concepts. Further, industry data pertinent to

15



configuration and conditions will be incorporated.

Struigture Thermal Response Module.- This module predicts structure

temperature history and heat loads to the cooling networks. It

performs in-depth conduction and radiation heat transfer

calculations and convection heat transfer calculations with the

coolant, to determine structure thermal response, including through

gaps. The module takes a multi-one dimensional approach during its

calculations. Further, it takes into account convective, radiative

or heat addition bounda_ conditions. The structures themselves

can be actively or passively cooled or heated. In addition, multi-

layer composite materials with gaps can be simulated. Thermo-

physical properties, such as density and temperature-dependent

conductivity and specific heat, for a number of structural

materials have been incorporated in with this module. The current

list of materials is shown, in Table 2. There are plans to expand
this list.

Heatinq Loads Module.- This module addresses aeroheating and

internally generated heating loads. The aeroheating portion is

based on a cold wall spatial distribution as a function of

altitude, while hot wall aeroheating is extracted from surface

temperature and edge recovery enthalpy during the flight

trajectory. The user has the option to either use the aeroheating

module to generate the external heat loads or to input the data

directly from other sources. The user has the option to utilize

attached boundary layer aeroheating loads generated from a 2-D

version of the SAIC 3-D MEIT/3-D inviscid code. The 2-D version

was selected to help keep the run times down. A comprehensive

survey of the heating effects due to shock boundary layer

interaction has been completed, including defining classes of

interactions. Development of an algorithm for the code was

underway, but due to current funding limits and other priorities,

incorporation into VITMAC will be delayed.

Internal heat loads can be either steady-state or transient.

VITMAC currently provides the user with three options for

specifying internal heat loads on structures. The first option

allows the heat loads to be included as part of the input file,

i.e. a namelist file, in tabular form. These loads are directly

applied to the structure surfaces as specified in the input deck.

The second and third options permit the user to define the heat

loads on the structures in separate input files, one each for the

vehicle's upper and lower surfaces. These heat loads are treated

as cold wall aeroheating loads and corrected to hot wall

aeroheating _oads when read into VITMAC. The second option derives

these files from the TRAJIQ code, while the third option requires

the user to manually generate these files in the TRAJIQ output file
format employing own data.

Algorithms that were previously developed for internal heat

generation, such as generic engine heat generation rates and

electronic heat generation will be incorporated into VITMAC.

16



Fuel Tank Module.- This module solves the time-dependent forms of

the mass and energy conservation equations for gas, liquid and

solid phases for hydrogen and oxygen within a tank. This can be

coupled with the injection of a binary gas such as helium for

ullage pressure control. Further, the ullage pressure, fuel mass,
and fuel level within the tank are predicted as a function of

specified heating, venting and recirculation rates. Also, the code

has the capability to model equilibrium with phase transition due

to heat leakage. Tank pressure can currently be depicted by a

pressure-time table. The tank module will be fully integrated with

VITMAC and expanded to include heat transfer to local structures

and insulation ........

Component Performance Module.- This module calculates component

responses and provides coupling with the cooling network. The code

currently includes simpl@ models for pumps, compressors, and

turbines, based on generic component performance and thermodynamic

relationships. Pump performance is obtained from head-discharge

curves. Compressor performance is based on compression ratio and

efficiency. Turbine performance is calculated from expansion ratio

and efficiency, coupled with compressor and pump power require-

ments. The capability to determine power balance between several

compressors, pumps and turbines is included. The capability to

conduct a complete system power balance will be taking place in the

near future.

Enqine Module.- VITMAC does not currently support a fully

dedicated engine module. However, the code can model at a

simplified level, the fuel side of the system. This work was

originally scheduled to be developed in FY93. However, funding

cutbacks currently preclude the addition of this module.

Nonetheless, it is hoped that this can be added in the future.

InDut/Output.- While working with the code, it became clear that

an alternative approach for inputting the data was needed. The

process of inputting a network in a data file was very time

consuming. In addition, the learning curve associated with the

code was longer than desired. Because of the limited available

manpower at contractor and government facilities to conduct cooling

network design trade-off and analysis studies, an easier and faster

approach to input data into VITMAC was needed. To fulfill this

need, the use of a computer graphical user interface (GUI) was
recommended.

The possibility of coupling GUI technology with VITMAC was

investigated and determined to be highly feasible. The question

then became, whether to include GUI capability as soon as possible

or to wait until the end of code development. The decision was

made to incorporate the GUI during code development. This would
make it easier and faster for the user to learn the code, while

taking less time to input data. Further this would facilitate

feedback to the developer on capabilities, strengths, weaknesses,

and areas needing change while the code was still under
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development. A contract modification was completed in late August

1992 to add this capability.

Figures 4, 5, and 6 demonstrate generally how the GUI will be

used with VITMAC. It is clearly obvious that with the use of the

GUI, the network from figures 1 and 2 can literally be generated on

the computer screen. This not only aids in visualizing the

network, but also aids in input error detection. The GUI will also

be used for displaying output, as seen in figure 7 as an example.

As a result of these changes, VITMAC is being transitioned to the

UNIX operating system, with an XWindows environment.

GENERAL CAPABILITIES

VITMAC has been developed to enable the user to select steady-

state, quasi-transient o_ transient operation. Procedures for

ensuring numerical stabilities have been developed and incorporated

into the code. These include operations involving division and

logarithms, and input err0r detection. Procedures to minimize

storage (i.e. Jacobian matrix within the thermal-fluid module) and

run time requirements have been developed. Thermophysical property

data for hydrogen and structural materials has been extrap01ated to

9000°R, to provide the user with information which may prove help-
ful during modeling refinement. This is not intended to extend the

response of the coolant and materials to this high a temperature.

Currently the maximum number of control volumes per loop is i00 and

the maximum number of structures is 70 during simulation. This

capability can be easily expanded by updating the appropriate

parameter statements and recompiling the code.

Several cases, of varying degrees of complexity, were run to

assist in the development and checkout of the thermal-fluid

network, structure thermal response and tank modules. With the aid

of industry in supplying data, several specific simulation cases

were performed for both the airframe and engine. The VITMAC User

Manual is revised as the code is updated. A manual on the theory

of the code will be generated as part of the final report. The

code is in the process of being transitioned from a VAX environment

to a SUN Workstation environment and should be completed prior to
this meeting.

CURRENT STATUS

Mid October 1992, this effort received a drastic budget cut of

76% for FY93. As a result, a stop work order had to be placed on

the contract to prevent over expenditure. Damage control was

initiated to determine what we could afford to complete and what

had to be eliminated, yet still result with a product that would be

useful. Downscoped statements of work were written, while budget

levels fluctuated. One key area that had to be sacrificed was the

engine heat loads module. Since the scope of work had to be

reduced to such a large extent, the contract had to be modified and
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renegotiated. This was finally completed mid March 1993 and work
has been reinitiated at the reduced level. The current contract is

scheduled to be completed the end of January 1994. It is hoped

that funding will be restored, as a minimum, to the level before

the budget cut, in order to complete the originally scoped effort.

CONCLUSION

Despite the uncertainties surrounding the future of hypersonic

programs, the need for an engineering computer code that integrates

overall thermal management systems remains. This is true, now more

than ever, due to the manpower cuts experienced by both airframe

a_d engine companies, particularly in the thermal management

community. Not only is the industry personnel base in thermal
management small, the sam@ is true for the government in both DOD

and NASA. Regardless of whether hypersonic vehicle programs

continue, or if there are suborbital research vehicle programs, or

a high speed propulsion system development program, thermal

management issues still exist and remains an enabling technology.

To conduct complete integrated engine/airframe analyses and trade-

off studies to develop an optimum TMS, a code such as VITMAC, is
required.
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TABLE i. Loss Coefficient Library

Component Type

Elbows:

Regular 90 °, flanged
Regular 90 °, threaded

Long radius 90 °, flanged

Long radius 90 °, threaded

Long radius 45 °, flanged
Regular 45 °, threaded

180 ° Return Bends

Flanged
Threaded

Tees:

Line flow, flanged
Line flow, threaded

Branch flow, flanged
Branch flow, threaded

Union, threaded

Valves:

Globe, fully open

Angle, fully open
Gate, fully open
Gate, 1/4 closed

Gate, 1/2 closed

Gate, 3/4 closed

Swing check, forward flow

Swing check, backward flow

Ball valve, full open
Ball valve, 1/3 closed

Ball valve, 2/3 closed

Pipe Entrances:

Inward projecting

Sharp edged

Slightly rounded
Well rounded

Pipe Exits:

Projecting

Sharp edged
Rounded

Klo::

0.3

1.5
0.2

0.7

0.2

0.4

0.2

1.5

0.2

0.9

1.0
2.0

0.08

I0.0

2.0

0.15

0.26

2.1
17.0

2.0

0.05

5.5

210.0

0.78

0.50

0.23

0.04

1.0

1.0

1.0
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TABLE 2.

Aluminum 2219

Fibermax

Structural Material List

Beryllium

Graphite/Epoxy

Carbon-Carbon

Haynes 188

Haynes 230 Incoloy 754 Incoloy 909

Incoloy 956 Lockalloy Mo-50/Re

Narloy-Z Niobium Q-fiber/He purge

_Titanium 6AI-4V Titanium ii00Stainless Steel

,,r i

FIGURE 1. V!TMAC Architecture
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FIGURE 2. ViTMAC Cooling Network
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FIGURE 4. VITMAC GUI Generic Cooling Network
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FIGURE5. VITMAC GUI Structure Generation
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FIGURE 6. VITMAC GUI Compon_n6 _Generation
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FIGURE 7. VITMAC GUI Output
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RADIATION ENCLOSURE PROBLEMS

-A Hypcrsensivitc Case Study
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ABSTRACT

An uncertainty analysis of diffuse-gray enclosure problems is presented. The genesis of this study

was a diffuse-gray enclosure problem which proved to be hypersensitive to the specification of view

factors. This genesis is discussed in some detail. The uncertainty analysis is presented for the general

diffuse-gray enclosure problem and applied to the hypersensitive case study. It was found that the
hypersensitivity could be greatly reduced by enforcing both closure and reciprocity for the view factors.
The effects of uncertainties in the surface emissivities and temperatures are also investigated.

INTRODUCTION

All thermal analysis computations involve uncertainties. Geometries are imprecisely specified,

thermal physical properties are not known exactly, and process data (boundary conditions) such as

temperatures, pressures, and velocities are to some degree uncertain. Some of these uncertainties are a

natural part of the process being modeled. The thermal-physical properties will naturally vary from point

to point in physical space. The thermal conductivity will depend on such local conditions as impurity

concentrations, grain structure, and voids in all but the purest and most carefully handled materials.

Thermal radiation properties can vary considerably over a surface depending on factors such as roughness

and oxidation. Also, the boundary conditions will not be precisely applied in the actual process. Other
uncertainties result from a lack of input data. In the early design computation stages, field data may not

have been collected and previous project experiences or handbook data must be used to estimate certain

process conditions. Finally, all thermal analysis models rely ultimately on experimental measurements

for material properties, boundary conditions, or design data bases and correlations. Experimental

uncertainty is always present.
The treatment of experimental uncertainties is well developed. National and international

standards for the treatment of measurement uncertainty have been published. The ANSI/ASME (1986)

standard is one example. The book by Coleman and Steele (1989) gives a good review of current

practices for experimental uncertainties. The treatment of thermal analysis uncertainties is not

philosophically different from the treatment of rne_urement uncertainties. A set of basic rules (thermal

analysis model/data reduction equation) is applied to a set of data (physical properties and boundary

conditions/basic measurements) to produce a result. The goal of the uncertainty analysis is to follow the
estimated or measured variances in the data through the rules into uncertainties in the result.

The nuclear engineering community routinely incorporates uncertainty analysis in reactor

certification and design calculations and has developed a considerable body of literature on this subject.
A recent series of articles in Nuclear Engin¢orin_ _nd Design (Boyack et al., 1990, Wilson et al., 1990,

* Professor, ** Assistant Professor, *** Professor and Head
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andWulff etal., 1990)arerepresentativeof activity in nuclear engineering. The book edited by Ronen

(1988) is also a good source. The fields of sensitivity analysis in control theory (Cruz, 1973) and

reliability based mechanical design (Rao, 1992) are closely related to uncertainty analysis.

The use of uncertainty analysis in the mechanical and aerospace engineering thermal analysis

community is still rather_e. Emery and Fadale ('I99_and Fadale and Eme_ (i992) present analyses

of uncertainties in finite element conductiohhe,,at tr_f_ eompufati0nL _ Melata (1991) discusses aspects
of uncertainty in computational fluid dynamicS: _

This paper presents an Uncertainty analysis of diffuse-gray radiation enclosures. Such problems
contain uncertainties in the view factor matrix which arise from the geometric specification, in the

material properties through the emissivities, and in the process specifications through the surface

temperatures. Under the right (of wrong) conditions these uncertainties can have a profound effect on
the computed heat flux results. The genesis of this study was a homework problem in the second heat

transfer course at Mississippi State University. This genesis is discussed below. This is followed by the
development and application of the uncertainty analysis and discussion.

GENESIS

The following problem from the heat transfer text by Incropera and Dewitt (1985) was assigned
in the second heat transfer course at Mississippi State University during the Fall 1992 term.

13.62 A room is represented by the following enclosure, where the ceiling (1) has an emissivity

of 0.8 and is maintained at 40"C by embedded electrical heating elements. Heaters are

also used to maintain the floor (2) of emissivity 0.9 at 50"C. The right wall (3) of

emissivity 0.7 reaches a temperature of 15"C on a cold, winter day. The left wall (4)

and end walls (5A, 5B) are very well insulated. To simplify the analysis, treat the two
end walls as a single surface (5). Assuming the surfaces are diffuse-gray, find the net
radiation heat transfer from each surface.

I
4m

I

Two students, Miguel and Simon, ignored the simplification and worked the problem as a six-

sided enclosure. Miguel computed the view factors from the formulae for opposed parallel plates and
perpendicular plates with a common edge and obtained the following view factor matrix:
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0.0 0.394 0.1921 0.1921

0.394 0.0 0.1921 0.1921

0.2881 0.2881 0.0 0,196

0.2881 0.2881 0.196 0.0

0.2774 0.2774 0.1898 0.1898

0.2774 0.2774 0.1898 0.1898

0.1109 0.1109

0.1109 0.1109

0.1139 0.1139

0.1139 0.1139

0.0 0.066

O.066 0.0

Simon, on the other hand, obtained values for the view factors from plots provided in the text and

obtained the following view factor matrix:

0.0 0.38 0.19 0.19 0.11 0.1i

0.38 ,0.0 0.19 0.19 0.11 0.11

0.28 0.28 0.0 0.19 0.11 0.11

0.28 0.28 0.19 0.0 0.11 0.11

0.28 0.28 0.19 0.19 0.0 0.07

0.28 0.28 0.19 0.19 0.07 0.0

Both students used a diffuse-gray enclosure computer program to find the net radiation heat flux

at each surface. This program was based on the net radiation method. This is a two step process. First

the following equation is solved for the net radiosity vector, q..

[z - (I- -- oDj#, (1)

where I is the identity matrix, D. is a diagonal matrix with the surface emissivities as members, F is the

view factor matrix, Dt is a diagonal matrix with surface temperatures for members, and i is a vector of

l's. The heat flux vector is then calculated from the net radiation energy balance.

q - (i - F)q. (2)

Both students modeled the adiabatic surfaces as perfect reflections (e = 0). The results are summarized
in Table 1.

Simon has slight errors in his view factors, but all in all they look very reasonable. All of the

values are within a percent or two. The row sums of view factors are 0.98, 0.98, 0.97, 0.97, 1.01, and

1.01; so, the closure requirement is reasonably met. His radiosites are not seriously in error. The

maximum error is 3.5%. However, his heat flux results, which are off by 376%, 18% and 13% for

surfaces 1, 2, and 3, respectively, are profoundly in error. Also, his answers are in gross violation of
global conservation of energy. For a steady-state analysis such as this one, the net energy stored in the

enclosure should be zero. Miguel only has i0 w out of 5000 w left over which is a reasonable error.

On the other hand, Simon has 2400 w out of 6000 w left over. Clearly something is terribly wrong.
A quick independent check revealed that Simon had executed the program correctly. His radiosity results

are indeed solutions of equation (1), and the problem is not numerical. At least not numerical in so far
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Table 1. Comparison of Miguel's and Simon's Solutions

_(w/m z) q(w/m z) Q(m)

Migucl Simon Miguel Simon MigueI SimonSurface

1 54_.2 542.7 -3.69 10.21 -221.4 612.4

2 609.0 607.3 83.87 99.32 5032.2 5959.2

3 , 442.6 435.9 -120.53 -I05.00 -4821.2 -4200.0

4 543.3 524.4 0.0 0.0 0.0 0.0

5A 543.4 542.4 0.0 0.0 0.0 0.0

5B 543.4 542.4 0.0 0.0 0.0 0.0

Total -10.40 2371.6

as the evaluation of the inverse of the matrix in equation (1) goes. Simon's results are the proper solution
to the problem as Simon posed it.

Simon's view factor matrix did not strictly enforce closure :. It is common practice to force

closure by only considering N-1 elements on each row to be independent and computing the remaining

element from the closure rule. In fact, Brewster (1992) insists_that not only closure but also reciprocity
(a_f_j = ajf_ must be enforced. He quotes avoidance of singular or poorly conditioned matrixes which

cannot be inverted as the reason. As discussed above, inversion is not a problem in Simon's case. In

fact, the matrix of coefficients, [I - (I- D.)F], which results with Simon's view factors, is well behaved

with a condition number of 2.83, compared to a condition number of 2.85 using Miguel's view factors.

Closure is important philosophically and physically; so, we naively adjusted the diagonal elements
in Simon's view factor matrix to force closure. The resulting view factor matrix was

0.02 0.38 0.19 0.19 0.11 0.11

0.38 0.02 0.19 0.19 0.11 0.11

0-28 0-28 0.03 0.19 0.11 0.11

0-28 0.28 0.19 0.03 0.11 0.11

0.28 0.28 0.19 0.19 -0.01 0.07

0.28 0.28 0.19 0.19 0.07 -0.01

The physically unrealistic negative view factors were not corrected. Table 2 shows the revised results

which are vastly improved. The heat flux errors are now 21%, 1%, and 2% for surfaces l, 2, and 3,

respectively. This result is an order of magnitude improvement. This result is somewhat surprising since
we have enforced a closure where the individual view facto/sare even more in error. We have forced

plane surfaces to see themselves and have forced physically unrealistic negative view factors. However,

on the other hand, we have enforced an important physical constraint. :.....

Aneedotically, we can surmise from this experience that this problem is hypersensitive to errors
in the view factor specification when all NxN view factors are independent. However, a rather naive
enforcement of closure greatly reduces this sensitivity.

tAs is well known, since a my emitted from a surface must either strike that surface or onc of the other surfaces in the
/¢

enclosure, the rows of the view factor matrix must sum to unity, ]_ f_ = 1.
1"1
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Table 2. Simon's revised re.sults

o_(w/m 2) q(w/m _) Q(m)

Surface Miguel Simon Miguel Simon Miguel Simon

1 546.2 546.0 -3.69 -2.92 -221.4 -174.6

2 609.0 601.9 83.87 82.92 5032.2 4975.2

3 442.6 441.4 -120.53 -117.89 -4821.2 -4715.6

4 543.3 543.0 0.0 0.0 0.0 0.0

5A 543.4 543.0 0.0 0.0 0.0 0.0

_B 543.4 543.0 0.0 0.0 0.0 0.0

Total -i0.40 85.6

The computations in equations (1) and (2) are readily amenable to an uncertainty analysis. The

sensitivity of the radiosities and heat fluxes to each view factor, emissivity, and temperature can be

computed and used with estimates of the uncertainties in the input data to determine estimates of the
uncertainties in the computed values for radiosity and heat flux. Such an analysis provides a systematic

way to investigate the problems that were apparent in the above discussion, provides a way of

determining the source of the hypersensitivity, and provides a means to determine the fidelity of the input

data required for a desired model accuracy. This uncertainty analysis is developed below.

UNCERTAINTY ANALYSIS

In the following, we discuss the propagation of uncertainties from the input into the result, the

definition of the sensitivity coefficients, and the development of the relations needed to compute the

sensitivity coefficients for this problem. In this investigation, uncertainties in view factors, emissivity,

and temperatures are considered.

Uncertainty Propagation

The development of the first-order general uncertainty analysis is discussed in detail by Coleman

and Steele (1988), and only the result is given here. If all of the uncertainties in the data are taken to

be independent (no common or correlated sources of uncertainty), the uncertainties in the results are

obtained by taking the root-sum-square of the product of the sensitivity coefficient and the input variable

uncertainty.

N N

U 2

_=t j-t

iV hr

+E (eJu +E
i-l l=l

(3)

Here the result, rk, is either the heat flux, qk, or the radiosity, q._,. The sensitivity coefficients are the

first partial derivatives of the result with respect to each input variable. For the view factors
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for the emissivities

(4)

and for the temperatures

Or_ (6)
e_t' =

The terms can be computed efficiently for small problems (considering algebra, programming, and

computation time) by direct brute-force finite differences. The forward f'mite difference formula gives

O_ = rt_ + 8.1:)- rk(x) (7)

For the six-surface enclosure considered by Miguel and Simon, this approach would require 49 complete

solutions of the enclosure problem to compute the derivatives in equations (4), (5), and (6). For large
problems this can become onerous. Also, simple forward differences can be troublesome if the scales

are not considered. Fortunately, the direct computation of the sensitivity coefficients is straight forward.

Sensitivity Analysis

The sensitivitycomputationscan be reduced to a seriesof matrixmultiplicationsby direct

expansionof equations(I)and (2). But firsta briefconsiderationof theiroriginisin order. The
radiosityon a surfacecan be writtenasthesum of theemittedand reflectedradiation

q. i ÷ (I- D q, (8)

where ql is the irradiation. For a diffuse enclosure the irradiation can be written in terms of the
radiosities as

D.q,= FrD.q, (9)

where Da is the diagonal matrix with the surface areas as members.

substituting into equation (8), and rearranging gives

[I- (I- D,)D-,tFrDjq. . oD,ffJ

Solving equation (9) for ql,

(I0)

The netheatrateon thesurfacesisgivenby thedifferencebetween theradiosityand irradiationas
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D,q ffiDjq, - D,q_ (11)

Using equation (9) and rearranging yields

q. (z- D;lfD._. (12)

Usually at this stage of the development the view factor reciprocity relationship

prD . = D .F
(13)

issubstitutedintoequations(I0)and (12)togiveequations(I)and (2).However, inthisinvestigation,

we areinterestedinthesensitivityofthisanalysistoperturbationsintheview factorswhere reciprocity

isnotstrictlyenforced.Inthiscase,itismore appropriatetowork withequations(I0)and (12)directly

so that the sensitivities are properly weighted.
A term-by-term differentiation of equation (10) with respect to f_igives

D'D -t OFr D aq.
-(z- _ ._ a. * [z- (z- v_o;_:oj_, o

(14)

which can be solved for the radiosity sensitivities using the matrix inverse

_F r

aq._._.= [I- (I- D,)D:IFrD.]'I((! - D,)D:t--_y Da.]_v
(15)

A term-by-term differentiation of equation (12) results in

_,_ V/ _a. + (_ - _
(16)

Likewise, for the sensitivities with respect to emissivity, a term-by-term differentiation of equation

(10) gives

cqD, -t r _ cqD, __D.F D.q. + [I - (! - D,)D'j'FrD_ ffi o-_t D'_i
(17)

Solving for the radiosity sensitivities yields

Oq. q r -_ OOo __ O;_FrD,q.]"-_i = [I- (I- D,)D. F De] [o'_t l_fl - ,
(18)

A term-by-term differentiation of equation (12) results in
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(19)

Finally, for the sensitivities with respect to temperature, differentiation of equation (10) gives

[x- (x  .W;:PTDJ- -- oD.4 1, (20)

where It is a vector with 1 at location i and zeros otherwise. Solving for the sensitivities

(21)

Equation (12) yields as before

aq . (1[- D-,*FrD_ aq. (22)

The calculation procedure for heat flux and uncertainties is as follows:

1)

2)
3)
4)
5)
6)

Inve=[z - (I - V,)V:IFrVj -i
Compute qo by multiplication with ¢_D,D_I

Compute q usingequation(12)

Compute theradiosityderivativesusingequations(15),(18),and (21).

Compute theheatfluxderivativesusingequations(16),(19),and (22).

Compute theuncertaintiesusingequation(3).

In this procedure, only one matrix inversion is required. All of the other computations involve only
matrix multiplication.

APPLICATION FOR MIGUEL AND SIMON'S PROBLEM

The uncertaintyanalysis discussed above was added to the diffuse-gray enclosure computer

program, and the analysis was carried out using Miguel's input data. For sensitivities with respect to the
view factors, four cases are considered: a) all view factors are independently specified, 2) closure is

enforced alone, 3) reciprocity is enforced alone, and 4) both closure and reciprocity are enforced

simultaneously. That discussion is followed by an examination of the sensitivities with respect to
emissivity and temperature and the overall uncertainty problem.

The difference in the four cases for view factor results from the formation of the view factor

matrix transpose F r. If all view factors are independent (closure and reciprocity not enforced) the
derivative, 0Fr/0f.e, only has one nonzero element, a 1 at place (j,i). Table 3 shows the normalized

sensitivities with respect to the view factors for the heat flux on the three active surfaces. Considering
that the view factors are of order I, the heat flux on surface 1 is seen to be hypersensitive to uncertainties
in view factors from the first column of F r and strongly sensitive to the other view factor uncertainties.

The heat flux on the second surface is much better behaved but still has a strong sensitivity to uncertainty
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Table 3: Normalized sensitivities with respect to view factors for the active surfaces in Miguel and

Simon's problem with neither closure nor reciprocity enforced.

Surface

k = 1 124.17 7 • 47 18 • 21 53 . 73 53 • 72 53 • 72
138 • 46 8 • 32 20.30 59 • 91 59 • 89 59 . 89

67 • 08 4.03 9 • 84 29 • 02 29 • 02 29 • 02
82.35 4.95 12.08 35 • 63 35 • 62 35 • 62
49.41 2.97 7.24 21.38 21.37 21.37
49.41 2.97 7.24 21.38 21.37 21.37

=2 -0.74 -6 •02 -0.94 -2 .76 -2 .76 -2 .76

-0.82 -6.71 -1.04 -3 .08 -3 .08 -3 .08
-0.40 -3.25 -0.51 -1.49 -1.49 -1.49
-0.49 -3.99 -0.62 -1.83 -1.83 -1.83
-0.29 -2 •40 -0.37 -1.10 -1.10 -1.10
-0.29 -2.40 -0.37 -1.10 -1.10 -1.10

k=3 0.33 0.17 4.99 1.45 1.45 1.45
0.36 0.19 5.56 1.62 1.62 1.62
0.18 0.09 2.69 0.78 0.79 0.79
0.22 0.11 3.31 0.96 0.96 0.96
0.13 0.07 1.98 0.58 0.58 0.58
0.13 0.07 1.98 0.58 0.58 0.58

in the second column of F r. The third surface is relatively less sensitive but is by no means insensitive.
The third column has normalized sensitivities of order 3, and the other view factors have normalized

sensitivities of order 0.1 to 1.0.

This clearly shows the origin of Simon's difficulty. If all view-factor uncertainties are assumed

to be equal COr_ - const) in equation (3) and all uncertainties in emissivity and temperature are ignored,

the uncertainty in heat flux is given by

qt t.t j.t qt

(23)

which gives for each active surface

-- - 283.74 U/¢ (24)
ql

U_ 14.12 Uj.e (25)m

q2

- 10.20 Ufr
q3

(26)
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Table 4: Normalized sensitivities with respect to view factors for the active surfaces in Migud and
Simon's problem with closure enforced.

Surface

k - 1 ..... 118.73 -107.81 -71.67 -71.71 -71.71
132.39 .... 12.18 52.48 52.44 52.44

58.23 -5.90 ---- 19.52 I9.5"_ _ 19.50
47.53 -31.21 -23.96 ..... 0.02 -0.02
28.52 -18.70 -14.36 0.01 .... 0.00
28.52 -18.70 -14.36 0.01 0.00 ....

k=2 ..... 5.28 -0.20 -2.02 -2.02 -2.02
5.89 .... 5.67 3.63 3.64 3.64

0.II -2.75 ..... 0.98 -0.98 -0.98
1.34 -2.16 1.21 .... 0.00 0.00

0.80 -1.30 0.72 0.00 .... 0.00

0.80 -1.30 0.72 0.00 0.00 ....

k=3 ..... 0.16 4.66 1.13 1.13 1.13

0.17 .... 5.37 1.43 1.43 1.43

-2.52 -2.60 ..... 1.91 -1.91 -1.91

-0.75 -0.85 2.34 .... 0.00 0.00

-0.45 -0.51 1.41 0.00 .... 0.00

-0.45 -0.51 1.41 0.00 0.00 ....

TO obtain 5% accuracy in q_, U_ must be less than 0.0001546, or the view factors must be

known with approximately 4 digit accuracy. On the other hand, to obtain 5% accuracy in ¢b requires U/¢

less than 0.0057 or about 2 digit accuracy. This is in line with Simon's experience. His maximum error

was 0.014 on Fn and F:z. This resulted in 376% error for qi but only 13% error for q_.

If closure is enforced by computing the diagonal elements from

N

J.l

j_i

(27)

the derivative _Fr/0f._ contains two nonzero terms-a -I at place (i,i) and a 1 at place (j,i). Table 4 shows
the results of the sensitivity analysis for heat flux when closure is enforced. The table shows that closure

alone does not reduce the overall sensitivity. Normalized sensitivity coefficients of 100 are still found.

In our previous work with Simon's solution it appeared that enforcing closure greatly improved the
results. However, equation 1 implicitly assumes that reciprocity exists and Simon's view factors
reasonably meet that reciprocity requirement.

When reciprocity is imposed cross-diagonal terms in F are related by

a,/u = (28)

In this case, view factors in the lower-let_ triangle of F are computed from those in the upper-right

triangle by equation (28). Table 5 shows the results of the sensitivity analysis when only reciprocity is

enforced. No improvement is seen. In fact, for this case the overall uncertainty in heat flux would be
higher than the case where reciprocity is not enforced.
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Table 5: Normalized sensitivities with respect to view factors for the active surfaces in Miguel and

Simon's problem with reciprocity enforced.

Surface

k=l 124.91 146.78 119.53 178.32 178.26 178.26
.... 8.37 26.51 67.74 67.70 67.70
........ 9.89 41.35 41.33 41.33
............ 35.85 71.67 71.67
............... 21.49 42.98
.................... 21.49

k=2 -0.74 -6.84 -1.53 -3.49 -3.49 -3.49
..... 6.71 -5.92 -9.07 -9.06 -9.06
......... 0.51 -2.11 -2.11 -2.11
............. 1.83 -3.66 -3.66
................. 1.10 -2.19
..................... 1.10

k=3 0.33 0.53 5.25 1.77 1.78 1.78
.... 0.19 5.69 1.79 1.79 1.79
........ 2.69 4.09 4.09 4.09
............ 0.96 1.93 1.93
................ 0.58 1.16
.................... 0.58

Table 6 shows the results when both reciprocity and closure are simultaneously enforced using

equations (27) and (28). An order of magnitude decrease in the sensitivities is observed. If the

uncertainties in f_iare again taken to be constant and the uncertainties in emissivity and temperature are
ignored, the uncertainties for the active surfaces are given by

Uq!

-- = 27.78 U/,
ql

(29)

(30)

(31)

Now, to obtain 5% accuracy in qt, the uncertainty in f._must be less than 0.0018 which is between 2 and
3 digit accuracy. Recall that, when Simon's view factors were revised to enforce closure, reciprocity was

implicitly included in equation (1), and the error for qt was 21%, which is in line with equation (29).

The sensitivity analysis has given us a great deal of insight into the hypersensitivity of Simon's

problem. It has improved our understanding of why enforcing closure in Simon's ease so greatly

improved the problem and has shown that this improvement actually requires the simultaneous

enforcement of both closure and reciprocity for the view factors. We can draw the conclusion that both

closure and reciprocity should be strictly enforced to minimize the sensitivity of the diffuse-gray enclosure
analysis to errors in view factors.

For simple geometries such as this one, view factor determination can be made with whatever

accuracy is necessary. However, the material properties, emissivities, process specifications, and
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Table 6:

Surface

k,, 1

k,-2

k,,3

Normalized sensitivities with respect to view factors for the active surfaces in Miguel and

Simon's problem with both closure and reciprocity enforced.

ww_

llll

wmmm

llii

w_m_

!!!i

w_

13.66 -20.46 -0.38 -0.39 -0.39
.... 3.33 5.67 5.67 5.67
......... 4.45 -4.44 -4.44
............ 0.00 0.00
................ 0.00

0.61 -0.04 -0.01 -0.01 -0.01
.... 1.55 0.39 0.39 0.39
........ 0.22 0.22 0.22

............ 0.00 0.00

................ 0.00

0.02 0.88 0.01 0.01 0.01

.... 1.47 0.15 0.15 O. 15

........ 0.43 0.43 0.43

............ 0.00 0.00

................ O.O0

temperatures will always contain uncertainties. Table 7 shows the normalized sensitivities for this

problem with respect to emissivity and temperature for the three active surfaces. The normalized

sensitivities to errors in emissivity are on the order of 10 which is about the same as the view factor

sensitivities with both closure and reciprocity enforced. The normalized sensitivity to errors in
temperature are on the order of I. Care must be taken when comparing these normalized sensitivities

if the variables have vastly different scales. Emissivity is on the order of 1 while temperature in degrees
K is on the order of 100-1000. An absolute error of 5°K will cause much more error in the heat flux

result in this problem than a 0.05 error in emissivity.

Usingthe uncertainty values (Uj, = 0.0001; U_ = 0.1, i- 1,2,3; U_, = 0, i = 4,5A,5B;U,,

- I °K, i --- 1,2,3; and Utj = 0, i --- 4,5A,5B) and Miguel's view factors with both reciprocity and

closure enforced, gives the heat flux and uncertainty results shown in Table 8. The table shows that these

very reasonable uncertainties result in significant uncertainties in the heat transfer result. The percentage

uncertainty on the nearly adiabatic surface 1 is very large. These uncertainties are mainly caused by the
uncertainties in emissivity and temperature since Miguel's very precise view factors were used.

CONCLUSIONS

Uncertainty analysis was used to propagate the uncertainties in the view factors, emissivities, and

temperatures into uncertainties in the computed heat flux. This analysis allowed us to determine the

nature and source of the hypersensitivity to view factor in Simon's case and to find a way to reduce this
hypersensitivity. It was found that to avoid hypersensitivity to view factor specification both closure and

reciprocity must be simultaneously enforced. Even when the view factors are precisely specified

considerable uncertainty remains because of uncertainties in emissivity and temperature specification.

The sensitivity analysis and associated uncertainty analysis are very enlightening. The

computational overhead is small since only one matrix is inverted for both the diffuse-gray enclosure

solution and the sensitivity analysis. Therefore, it is strongly recommended that all diffuse-gray enclosure
solutions be coupled with an uncertainty analysis.
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Table 7: Normalized sensitivities with respect to emissivity and temperature for the active surfaces

in Miguel and Simon's problem with both closure and reciprocity enforced.

Surface 1 2 3 4 5A 5B

kB 1
k-2

k-3

k- 1

k- 2

k- 3

emissivity

1.01 12.97 -12.97 0.01 0.01 0.01
0.03 0.84 0.65 0.00 0.00 0.00

-0.01 0.29 1.27 0.00 0.00 0.00

temperature

-1.24 0.96 ; 0.29 0.00 0.00 0.00
-0.04 0.06 -0.01 0.00 0.00 0.00

0.02 0.02 -0.03 0.00 0.00 0.00

Table 8: Overall uncertainty in Miguel and Simon's Problem:

U,, = I°K.

Surface

I 2

U6 = 0.0001, U,, = 0.1,

q(w) -3.63 83.9 -120.5

Uq(w) 4. 8.82 4- 10.9 ± 16.4

U_/q 4-270% ± 13 % 4-14%

Io

2.

.

4.

.

.

°
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INTRODUCTION

As the workstation and personal computer become more popular than a centralized

mainframe to perform thermal analysis, the methods for space vehicle thermal analysis will change.

Already, many thermal analysis codes ale now available for workstations, which were not in existence

just five years ago. As these changes occur, some organizations will adopt the new codes and analysis
techniques, while others will not. This might lead to misunderstandings between thermal shops in

different organizations. If thermal analysts make an effort to understand the major differences
between the new and old methods, a smoother transition to a more efficient and more versatile

thermal analysis environment will be realized.

DISCUSSION

As dedicated computers becomes more affordable and faster, the method for performing
radiation thermal analysis using a "ray-tracing" t technique may become the standard. The advantage

of some ray-tracing codes lies in their versatility: the ability to account for specular and transmissive

surfaces, and to handle boolean geometrical constructions, fence problems, and the box-on-a-plate

problem. The disadvantage is that ray-tracing has historically been thought of as less computationally
efficient than the traditional method for typical space vehicle thermal design problems, which has

been the "unit sphere" or "double summation" method. Since many mainframe computer

departments account for costs on a per-CPU hour basis, double summation codes such as TRASYS

and VectorSweep currently dominate. However, with the popularity and speed of workstations and

personal computers on the rise, many new ray tracing codes and enhancements are taking shape.

Examples of some of the codes with full ray-tracing capability are ESARAD (European Space

Agency Research and Technology Center), NEVADA (Turner Associates), OPERA (Boeing Monte
Carlo), TMG (Thermal Model Generator from Maya Heat Transfer), and TSS (Thermal Synthesizer

System, sponsored by NASA-JSC). Since the workstationcosts are typically accounted as a one-time

purchase cost, the perceived longer "run-times" with workstations are not a cost issue ...........
most large satellite/space station thermal problems require many hours of CPU time on a mainframe

as well as on a workstation, the "turn-around" time for both is comparable.

This discussion centers on two codes used in form factor radiation thermal analysis for space

vehicles: TSS, as an example of a ray-tracing code, and TRASYS, an example of the unit sphere
method. A comparison among the different ray-tracing codes is beyond the scope of this paper.

Also, a comparison of the orbital heating rate calculations is not the subject of this paper; although
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it is acknowledged that the issues described here may cause similar problems with the heating rate
algodthras as well.

The motivation for this report came about during a recent project in which NASA-LeRC was

involved, called SOHO (Solar and Heliospheric Observatory). The satellite is being integrated by
Matra-Marconi of France under contract to ESA/ESTEC in NoordwijL Holland. The launch vehicle,
an Atlas IIAS, is being provided by General Dynamics Commercial Launch Services under contract

to NASA-I..cRC. The launch date is .Tune 1995. Figure 1 shows the ITPLOT 2TRASYS plot of the
SOHO spacecraft.

Figure 1 SOHO Spacecraft Geometrical Math Model (GMM)

Recently, ESA/MATRA delivered to NASAJGD simplified thermal models of the satellite

which contained approximately 800 surfaces. NASA intended to use TRASYS, a Nusselt sphere-type

code, to perform the integrated thermal analysis of the launch phase of the mission. The original

GMM was created by Matra in Toulousse, France using ESABASE, a geometry builder for their ray-
tracing type radiation thermal analysis code, THERMICA. Therefore, a conversion program had to

be written at LeRC to convert ESABASE to TRASYS. The converted GMM was used to generate
Hottel-type radiation conductors (RADK's) in TRASYS and then in TSS. After the conversion

process, NASA-LeRC plotted the TRASYS surfaces. There appeared to be many surfaces running
into each other and many box-on-a-plate problems. It was learned however, that these types of
"errors" can, in fact, be handled by ray tracing type codes. Thus, this report can serve as a "lessons
learned" from a user's perspective.

It was decided to try using a ray-tracing code at NASA/LeRC to confirm the original

TRASYS/SINDA SOHO launch phase temperature predictions _. The intent was to compare form
factors directly using TSS at NASA/LeRC. However, this became too unwieldy for an 800-node

model. A more practical approach was taken. Final temperatures from various SINDA analyses were
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compared for the corresponding Thermal Math Model (TMM). In each situation, the original
SINDA thermal math model contained only TRASYS-generated heating rates and radiation

conductors (RADK's). Then, RADK's generated by TSS were switched for those generated by

TRASYS, and the temperatures compared.

When using TRASYS, the analyst has a variety of options in the FFDATA and RKDATA

statements which control the accuracy of the resultant form factors. Over the years, typical

parameters which seem to work well for most space vehicle analysis have been developed through
trial and error. Also, rules and techniques for "good" TRASYS model-building have been
established (. Since it was known that the model in this case contained box-on-plate problems, it was

decided to push TRASYS to its limit with some unreasonably tight FFDATA parameters:
NELCT=200, FFRATL=-I.0, and FFACS=0.01. The CPU time for RADK's was approximately 8

hours on a VAX 9410.

When using TSS or any other ray-tracing code, the analyst must deal with a completely

different set of control parameters and these are generally not well known to engineers familiar with

_YS. These parameters include Energy Cut Off Factor, Number of Rays per Surface, Numbers
of Levels and Objects in the Oct-Tree Accelerator, Random Number Generator Seed Value, Error

Parameter, and the Update parameter 5"6. The Error Parameter applies to an individual surface and
is a function of the confidence level. 6 Also, a working knowledge of engineering statistics is helpful

in understanding ray-tracing codes.

ANALYSIS AND RESULTS

Figure 2 shows a plot of CPU time on the Apollo DN10000 versus number of rays and error.

The default value was used for the other parameters.
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The TSS parameters were successively varied as such: 1000 rays to 20,000 rays with a 5 %
Error Parameter, then 20,000 rays with a 4% Error Parameter, and finally 20,000 rays with a 3%

Error Parameter. The TSS analyst can effectively use a "restart" file to build upon calculations

already performed in previous analyses. For TRASYS, the analyst can increase the accuracy for a
particular surface, but the calculations effectively start over for that surface.

As the number of rays per surface increase, the error will decrease. TSS will generate rays
from a particular surface until either the Number of Rays or the Maximum Error Parameter is

reached. This condition is checked as often as is required by the Update Parameter. For 1000 rays

and 5% error, the Number of Rays is the limiting parameter for most surfaces in this problem. For
20,000 rays and 5% error, the Error Parameter is limiting the calculations for some surfaces and fewer

than 20,000 rays are generated for many surfaces. As the Number of Rays parameter is ificreased,
it is more likely that the Error Parameter will control the calculations of most surfaces in the

problem. The user has the option of forcing practically all surfaces to the same error by setting the
Number of Rays equal to a very large number.

If the Error Parameter had the controlled the calculations, the plot would show that the

percentage of CPU time increases as the square of the improvement in error. The roughly linear
relationship of CPU time to Number of Rays shown in Figure 2 is expected. In this case, the error
is different for each surface.

Figure 3 is a close-up view of an instrument which shows a 4-sided boxed protruding through
the mounting structure. All surfaces are facing outward. Note that a portion of the active surfaces

of the central box view the inactive surfaces of the prism-shaped mounting structure. Also, note that

this structure sits directly on a larger rectangle which forms the payload support wall, an example of
the box-on-a-plate problem (see Figure 1). This is a typical construction found in the Matra GMM

which cannot be handled well by TRASYS, but is acceptable to the Matra ray-tracing package,
TI-IERM_CA.

Figure 3 SWAN Instrument GMM
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Figures 4 and 5 show the distribution of the difference between temperatures from successive

analyses using various TSS and TRASYS RADK's.
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To get this plot, the temperatures produced by TRASYS RADK's were subtracted from those

produced by TSS. If the two methods gave exactly the same answers, there would be nothing but a

peak at 0 *C. There seems to be a distinct shift in a majority of temperatures by about 2 to 12 *C
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warmer for most of the TSS values. This is because TSS has greater view factors to the spacecraft
surfaces and therefore smaller views to space. The original TRASYS results showed form factors
sums for some surfaces to be far from 1.0. Also, for TSS, weighted error results for several small

form factors exceeded 5%. Therefore, for this problem and perhaps for many other similar

situations, using TRASYS to generate form factors from a GMM originally constructed for use with

a ray tracing code may yield generally colder temperatures as well as in some cases, significant errors,

both warmer and colder. Figure 5 clearly shows that successive analyses of TSS using more rays and

a smaller error parameter do not produce significantly different results. Therefore, 1000 rays with

a 5% Error Parameter seems to be adequate for the majority of the surfaces for a model of this size
and type. Of course, different spacecraft models may require more rays.

CONCLUSION

Although the converted SOHO, model did contain what 'ITL, kSYS-trained analysts might call

"errors," the model was acceptable to a'ray-tracing type code. TRASYS did a surprisingly good job

on most of the surfaces. However, results of the two codes do differ for a significant number of
surfaces. This model should be reworked if a ray tracing code is not used. Also, as a result of the

work on the SOHO project, an ESABASE-to-TRASYS FORTRAN conversion program is available
at NASA-LeRC.

If a "cookbook" set of parameters to use with various types and sizes of typical space vehicle
thermal models could be provided, this would reduce the confusion and ease the transition to TSS

or any ray-tracing program. If, however, TSS and other ray tracing codes must be carefully optimized
for each particular spacecraft and situation, or if a ray tracing user must thoroughly understand

advanced radiation heat transfer and engineering statistics, the popularity of TSS and other ray
tracing codes may be much more limited than TRASYS.
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SUMMARY

This paper presents the general accuracy law that rules the MonteCarlo, ray-tracing algorithms

used commonly for the calculation of the radiative entities in the thermal analysis of spacecraft. These enti-

ties involve transfer of radiative energy either from a single source to a tar_et (e.g., the configuration fac-

tors), or from several sources to a target (e.g., the absorbed heat fluxes). In fact, the former is just a

particular case of the laner. The accuracy model is later applied to the calculation of some specific radiative
entities. Furthermore, some issues related to the implementation of such a model in a software tool are di._.

cussed.Althoughonlytherelativeerrorisconsideredthroughthediscussion,similarresultscan be derived
fortheabsoluteca'or.

INTRODUCTION

Monte Carlo methods are often used in combination with ray-tracing algorithms to perform the
radiative analysis of spacecraft (ref. [1 ]). Using this approach (MCRT from now on), the radi',tive cou-

plings between the faces of a model, as well as the external heat loads applied on these faces, ate calcu-

lated. Normally, these radiative values are passed to a thermal solver in order to produce the temperature
predictions for the spacecraft model.

While MCRT-based tools present some interesting advantages with respect to other methods, they
also show a major drawback, which is the often large computational effort required to produce the radiative
values. The results of a MCRT simulation are taken as an estimation of the actual values of the radiative

entities. Since these remits are of random nature, the accuracy of the estimation d_pends on the number of

rays fired in the simulation. In general, the thermal engineer performs a wade off between the accuracy of

the results and the computational effort required u3 achieve them. This paper presents models which allow
the automatic accuracy control of the resuitsin an efficient way.

It is important to point out that the simulation inaccuracies only account for a part of the uncer-

tainty in the results of the thermal analysis. Other sources of error are the validity of the modelling assump-
lions and the uncertai'nty of the data used in these models (ref. [2]). The "engineering judgement" shall be

used to decide which level of accuracy in the simulation is sensibly required, especially when compared to

the uncertainties in the other areas. Once the simulation's accuracy requirements have been established,

their efficient achievement can be guaranteed by the techniques presented in t_is paper.
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BASICACCURACYMODEL

MCRT methods arebasedon therepetitionofagivenrandom process,which reproducesthephys-

icalproblem of interest(inf.[3]).For eachtrial,valuesof therandom parametersthatplaya rolein the

processareuniformlysampled from theircumulativedisWibutionfunctions,and a scoreT,repre.c,ent_ve

ofthephysica]phenomenon, istallied.T isa random variablethatfollowsan arhitra,5"distrihudon:

T- (E (T), V (T)) (Eo _)

where ECT)istheexpectationofT and VCl')thevarianceofT.The estimationr*oftheradiativeparameter
R isthencalculamdby averagingthescoresovera largenumber oftrials:

N
l

r*--- _.._"t !
I-I

(EO2)

where tI is the score for the l-th trial and N is the total number of Mals. In the MCRT simulations, each trial

involves firing a ray from the source. Because of the random nature of the process, every simulation pro-
duces a different estimated value, and therefore the estimation R* is a random .variable itself. By the central

limit theorem (ref. [4]), given N reasonably large, R* is normally distributed, regardless of the actual shape
of the distribution for the basic random variable T.

where:

R* - N(E(R*),V (R*)) (EO3)

E (R*) =_R" = E(T) = R (so4)

v (T)
V(R*)•O2R . = (Ea S)

By definition,ther_lativeerrorofan e,stimamd valuer*is:

r*-R

R (_os)

By appb, ing the algebra _trandomv_les, itis _ss/ble to show t.h= the relative error of the;es_ated i
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E-N(E(E).V(E)) (EO 7)

withexpeL.lationand variancegivenby: .

E(E) s_ E = 0 (IEOa)

v = v = v (T)
R2 N • R 2

OEO 9)

Given the normal law followed by the simulation error, the probability a of having a relative error smaller
than E is:

a=Prob(e <¢) = erf(---_, 1

k42. ozE l
(EO 10)

and replacing (eq 9) into (eq 10) the fundamental accuracy model is derived:

= 2. err.(a) v (T) (Eo 11)

This expression is very important for out purposes, because it provides a relationship between the
accuracy ¢ to he achieved and the computational effort (r_umber of rays N¢) required for it, in terms of the
radiative value itself, the variance of the basic random process used in the MCRT simulation and the confi-

dence level rt Furthermore, (eq 11) shows that the accuracy achieved is inversely proportional to the

square root of the number of rays fired in the simulation (i. e., to halve the relative error the number of rays
has to be multiplied by four).

For a given confidence level _ if N_ rays are fired to ensure a level of accuracy of _. the variance
of the relative error depends only on _:

2

v (E.) = _. err' (a) (EO 12).

That is, the variance of the relative error is dixecdy proportional to the square of the level of accuracy spec-
ified. Once the accuracy requirements are fixed, the variance of the errors associated to the estimation of

different values do not depend on the actual values or on the variance of the basic random processes. This

•is an interesting property which is used later in the paper to introduce an efficient way to calculate recipro-
cal couplings.
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ACCURACYCONTROLFORRADIATIVEPARAMETERS

Configuration Factors
___ .......... _: _ _-_z_'_ __ _ -

The configuration (or view) factors represent the fraction of diff'use energy un/formly emirted by a

radiative face and reaching directly (i. e., without suffering any intermediate reflection) a target face. The

procedure followed in _ MCRT approach to determine the configuration fm.lor_ is ba._ed on the repeUUon
of a process consisting of the following steps:

* calculate a random emission point on the emitting radiative face

* calculate a random emission direcUon

* calculatetheintersectionbetween therayfiredfrom theemissionpointand directedalongtheemission
direction, and the target radiative face ................

* tallytherayiftheintersect,ionisnotvoid

Hn_ly, theestimatedvaluef*iscalculatedastheaverageofallthetrialsperformed:

N
1

f* = _'_t I
I,,I

(EO13)

Thus, thisalgorithmtalliestherandom variableT,which inthiscaserepresentstheintersect.ion

between arandomly emittedrayand thetargetradiativeface.T isa discreterandom variable,which only

can taketwo possiblevalues:0 iftheintersectionisvoidand liftheraystrikesthetargetradiativeface.

Sincethisisarathersimpleprocess,thedistributionfunctionoftherandom variableT can be determined

by onlyknowing thevalueof theconfigurationfactorF,asshown inHgure I.

The expectationand varianceofT can be calculatedby applyingtheexpressionsusedfordiscrete
random variables:

E(T) = '_tk.P(tk)
k,-I

s

V(T) -- '_ (tk-E(T))2.p(tk)
k-!

(EO 14)

(EQ lS)

where sisthenumber ofdiscretevalueswhich therandom variablecan take.Applyingtheseexpression._
toT,withs= 2 correspondingtotheonlytwo possiblevalues0 and I,we obtain:

E (T) = F 0Eo+6)

V (T) = F. (I- F) 0EO17)

where F istheactualvalueof theconfigurationfactor.
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FIGIJRE1. Probability distribution function for the random variable T, intersection ray_'target face

Introducingthesevaluesintothegeneralaccuracymodel givenby (eq II),theaccuracycontrollab for

theconfigurationfactorscan be derived:

(EQ 18)

From thisexpressionitcan be appreciatedthat,inagreementwiththeexperience,bounding theaccuracy

forsmallconfigurationfactorsismuch more compu_tionallydemanding thandoingso forlargevalues.

Due tothefactthatthevarianceof thebasicrandom processdependsexclusivelyon thevalueof

theconfigurationfactor,once thisvalueF isfixeditispossibletospecifythenumber ofraystobe firedin

ordertoachievethedesiredaccuracy.Figure2 shows thecomputationaleffort(i.e.number of raysfired

from theradiativeface)requiredtoachievethreedifferentaccuracylevels(relativeerrorsof I00'_,I0_

and 1_) forthewhole rangeofconfigurationfactorvalues.•
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Radiative exchange factors

The radiative exchange factors (P,.EF) are defined as the fraction of dJff'use energy uniforraJy emit-

ted by a radiative face and being finally absorbed by a target face. Muiti-re_ection paths are included in

tIds definition. These values can be derived from the configuration factors, following Oebhan's method

(ref. [5]). Alternatively, the MCRT approach offe_ some advantages, taking into account the non-uniform

nature of the radiative transfer exchange between radiative faces, as well as allowing the inclusion of spec-
ular behaviour. The procedure followed for each radiative face is in th/s case:

• calculate a random emission point on the emitting radiative face

• calculate a random emission direcdo.a

• propagate the ray fired from the emission point and directed along the emission direction through the
model. For the propagation rake into account the radiative behaviour of the surfaces

• tally the fr_tion of the original ray's energy which is finally absorbed by the target face (random varia-
ble T)

Following this algorithra, the estimation of the REF value G is calcuiated by the expression:

N
I

g* = _. _ tl
I=1

(EO 19)
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The main difference with the configuration factors case is that it is not possible to know a priori the
nature of the probability distribution f_nction of the random variable "r. Indeed, T can take different v',due._

depending on the path followed by the rays, and the number of possible paths grows sigmficandy wiLh the
number of radiative faces in the model. Nevertheless, regardless of this fact the powerful central limit the-

orem is valid and (eq I l) still applies. Therefore, the accuracy control mod_l for R.EF can be expre,csed _.,,:

2

G 2
(EO 20)

Thus, in the REF case, the computaUonal effort depends explicitly not only on the value of the REF but
also on the variance of the basic random process.

Direct Solar Flux

The heat flux emirted by the Sun and being intercepted by a given target radiative f_e can be cal-
cul;.ued as:

D = SC. A "L (EO 21 )

where SC is the solar comtant and A -Lis the visible cross secdon area of the face.

The MCRT method can also be used to calculate an estimation of D. Once the solar constant and

the solar aspect ratio ate known, the problem is reduced to find the visible cross section area of the radia-

rive face. A/though for non.occluded planar faces this is a simple operation, a MCRT procedure can be fol-
lowed whenever the faces are curved or shading effects exist:

• calculate a random emission point on the radiadve face

• fire a ray from the emission point towards the sun

• find whether the emission point "sees" the Sun. A discrete random variable H, taking only two possible
values (0 if the Sun is not visible and I flit is) shall be tallied for this purpose

* tally the cos 0 value (where 0 is the angle between the Sun direction and the face's normal vector at the

emission point), only if the emission point is not occluded by any other part of the model
An estimation of A"t"is then calculated as:

N

I .A. _ (cos®)1.h I

I=!
(EO22)

where A is the radiative node area, hi is the value of the random variable H and (cos O)l is d_e value of the
random variable cos O.The subscript I refers to the l-th trial.

Applying the gene,-_ accuracy model to this .v_ec.-ificcase, uhe following :quar.ion is obtained:

53



2

N¢ = 2" .eft-(a) •(SC.A) l.,, D2
(11o23)

5OME IMP! -_.N_NTATION ISSUES

Parameterpre-esdmadon

The applicationof theaccuracymodelstotheestimationofradiativevaluespresentsthep_ad_x

ofrequiringasinputthevaluewhose calculationisthegoalofthesimulation.Furthermore,thevarianceof

thebasicrandom processused toc_Iculat_theestimationisnotgenerallyknown a priori.These apparent

drawbackscan'besatisfactorilyovercome by pre-estimatingboththeradiativevalueR and thevarianceof

thebasicprocessV(T), so thatthe accuracymodels can be applied.The pre-estimatedvaluescan be

obtainedafterafirstbatchof M raysisfiredinthesimulation.Indeed:

M tt
X=[ = '_

]=l

M
]

V(T) -+52T = _--_. • Z (t'-i)2
I=1

(EQ24)

(EQ2S)

The number of raysM tobe _cd inordertopre-estimateR and V(T) shallbe determinedasa

compromise between havingreasonablyaccuratepre-estimationsand notspendingtoomuch computa-

tionaleffortinthispreviousphase ofthealgorithm.Inpractice,ithas beencheckedthateven withsample

sizeswhich aresmallwhen compared toN¢,theaccuracycontrolbasedon theaccuracymodel produces
excellent results.

For instance, Figure 3 shows the histogram of the reladve error associated to the estimation of a

particular configuration factor, with a reference value of 0.0]832. To produce the histogram, lO00 different
simulations were performed, each of them using a pre-esdmation sample size of 1000 rays. The zc_n_facy

model was then applied to ensure an accuracy of 3% with a level of confidence of 99eh. The application of

(eq II) shows that these requirements ate achieved by firing approximately 398000 rays in each simula-

tion. The tails of the histogram, filled in black, show that only 10 out of the 1000 simulations performed

had an error beyond the specified limits. This is in agreement with the confidence level used for this partic-
ular case.
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FIGURE 3. l']Jstog1"dmoftherelativeerrorassociatedtotheestimationof aconfigurationfactorwith
referencevalue0.01832

A particularproblem arisingwhen introducingthepre-estimatedvaluesinto(eq I1)isthattlli._

expressionbecomes singularfor_= 0.A nullpre-estimatedvaluecan indicateeitherthat:

• theactualradiativevalueisindeednull,inwhich caseitsactualvariancewillalsobe null,orthat

• theactualradiativevalueisso smallthatthesizeofthesampleitisnotlat_=eenough toprovidea non-

nullpre-estimatedvalue.

Inthefu'stcase,no additionalraysneedtobc fired.Inthesecond,averylar_enumber ofraysarelikelyto

be needed.Practicalconsiderationsimpose a limittothisnumber,which forverysmallcouplingsmight

become computationallyprohibitive.Generallyspealdng,once thislimitisimposed itwillnotbe possible

toguaranteetheaccuracyof the radiativevaluesbelow s threshcildvalue.

Enforcementofthereciprocitylaw

In general,and foref_ciencyreasons,thesoftwaretoolsthatimplement McRT methods do not

calculatethecouplingsindividually.Indeed,thecouplingsfrom one facetoalltheotherfacesinthemodel

arenormallycaJculatedinone pass.Due tothisfact,thecouplings'Hne sum adds up toI.However, the

reciprocitylaw between couplingsisinprinciplenotsatisfied,becauseofthestatisticalinaccuracyas._oci-

atedtotheestimations.

• Often,the manipulation of couplingsthatsatisfythe reciprocitylaw ispreferred,especially

becauseofthereductioninmemory requirements.The enforcementofther_ciprocitylaw bringsabouta
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line sum which does not add up to I. This imbalance is sometimes taken as a measure of _e error in the

estimation of the couplings. The enforcement of the couplings' reciprocity is normally performed after

both coupUngs have been independently calculated. This is not very emcient, since computational time is

wa.cted to guarantee the _ec.ified level of accuracy for both the direct and inver.c,e couplings. Furthermore,
a sy_ematic error is inu'oduced by the enforcement method.

On _ other hand, the genera] error model shows that, given a r_'iprocal pair of faces, one of the
as,ux'tated couplings is privileged in the sense that identical accuracy levels can be achieved with a smaller

number of rays. This fact suggests the idea of estimating the non-privileged coupling by simply applying
the reciprocity law to the one calculated via MCRT from the privileged face. Of course, this operation shall
ensure that both coupling's errors meet the specified accuracy requirements.

TO apply this approach, the privileged face shall he identified. Therefore, the question to he

answered is: given a reciprocal pair of couplings Rij and Rji such that:

Rij = "P- Rj (EQ2s)

where W is the reciprocity factor, and assuming that the accuracy requirements are respectively set to eij
and r:.ji,which face shall be used to fire rays from?

To identify the privileged face, let's assume that the MCRT simulation is performed by firing rays

from face i. Therefore, the coupling Rij is directly estimated via the simulation, while the coupling l_i is
estimated by enforcing the reciprocity law:

r'ij = r*ij (Eo27)

r Ik .,

r'_ = .--2¥ (EO2s)

The reciprocal values estimated in such a way follow normal distributions:

R'ij- R* ij (EQ29)

R'ji-N (E (R'j_.),V (R'ji)) (EQ_0)

Furthermore, it can be shown that the variance of the relative error associated to.the estimation of Rji via
(eq 28) is:

V(E_.) = V(E_) ,, V(TiJ)
Nij • R_

(EQ_)

On the other hand, if the esdmation of Rji was calculated by the MCRT procedure, by firing from
facej the number of rays needed to meet the accuracy target f-ji, the variance oft.he relative error would be:
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v(Ec,) = _. erf-'(cO
(EO 32)

Sincetheaccuracyrequirementsmust be alsoachievedby theenforcedestimationR'j,,thevarianceofits

errormust be equaltothevarianceoftheerrorobtainedintheMCRT procr.dure:

V(E;) : V(Et, ,) {EO33)

From thisequation,itcan be provedthatiistheprivilegedfaceifthe1;ollowingconditionhold.c:

v (T_j) < V:.V(Tb) (EO 34)

Thisexpressionrelatesthe varianceofthebasicrandom processesused to estimatethecouplings.If(eq

34)isappliedtotheconfigurationfactorscase,itcan beseenthattheprivilegedfaceistheone withla._=er

a.qsociatedcoupling.In theREF case,theprivilegedfacecannotbe determinedby simplylookingatthe

relativesizeofthereciprocalcouplings,and (eq 34)shallbe us_ instead.

To clarifytheinterestof firingraysfrom the privilegedface,let'spresentan example. For the

model inFigure4,referencevaluesareavailableinthe literature(ref.[6]).Inparticular,Fi2 = 0.29176.

Assuming we areinterestedinthecalculationoftheview factorswith an accuracyof5qc,themost e_-

cientway toproceed isto fireraysfrom faceI,which istheprivilegedone.Thiscan be seenby checkin_

theconditiongivenby (eq 34).Iftheao.'uracylaw forview factors(eq 18)isapplied,itcan be seenthat

approximately6500 raysateneeded to guaranteetheaccu.,'acyrequirementsforbothreciprocalcouplings.

Ifthesame accuracylevelhad tobe achievedby firingraysfrom face2,roughly25000 rayswould be
needed.

FIGURE 4. Model consistingoftwo perpendicularrectangularplates,withareasof Iand 3 units
respectively.The reciprocityfactorbetweentheconfigurationfactorsisinthiscaseW =3.
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ACCURACY CONTROL FOR ABSORBED HEAT FLUXES

The estimation of the _sorbed hen(flux on a_ative face differs of that of _e simple radiative
values presented above in that the absorbed value can be seen as the conm'hution Of several source mrm_.
Indeed,the heatfluxstrikingthe spacecraftfollowsdifferentmulti-reflectionpath.,;untilitisfinallv

absorbedby theface.Obviously,some multi-reflectionpathswillcontributemore thanotherstothefin_l

absorbedflux.The purposeofthissectionistoapplythe generalaccuracymodel tothisproblem,taking
intoaccounttherelevanceofthementionedradiativepath.,;intothefinalvalue.The re_Itsthatfulluwarc
applicabletoeithersolarorplanetary(i_ and albedo)absorbedheatfluxes.

A properaccuracycontrolfortheabsorbedheatfluxisespeciallyinterestingwhen tryingtoquan-
tifythe absorbedheatfluxon a spacecraftradiator.Becauseoftheradiator'sheatrejectionrequirement._,

thedirectheatloadsaregenerallysmall,_nd most of theabsorbed_ux reachestheradiatorafterseveral
reflections.

As previously,stated,theheatflux• absorbedby a givenradiativefacecan he expresseda._the

additionofa number ofcontributingterms¢_j:

¢ : '_-¢j 0EO3s)
j-I

where each_j isthefluxbeingabsorbedby thetargetface,withorigininthereflect/onofdirectheatflux

inthesourcefacej.The summation isthereforeextendedtothen facesinthemodel which have non-null
direct heat flux.

The concept of source faces Is clarified with the help of Figure 5. Assuming an idealised model

consisting of 4 surfaces illuminated by the Sun, only faces I and 3 are source faces, as far as the calculation
of the heat flux absorbed by face 4 is concerned. Face 2 does not see the Sun, and therefore it will not con-
u'ibute with a source term in (eq 35).
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FIGURE 5.. Source faces l and 3 contribute to the heat flux absorbed by face 4. In this ca._e, face 2 oaly
contributes through multi-reflections.

In the actual MCRT simulation, the ¢)j term is estimated by uniformly firing Nj rays from face j
and averaging the random variable Tj, i. e. amount of the energy carried by the ray that is finally absorbed
by the target face:

N
] s

¢; = N"'_."Z (IJ)l (EQ 36)
I-!

The estimated value for the absorbed heat flux is therefore:

)'= Z);
j-I

(Ea 37)

and follows a normal law:

• " - N (E (O'), V (_)'))

The variance of the relative error associated to the estimation is:

(EQ 38)
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., ., ±v<:,
V(E) 4)7'V (4)°) cb-'_" Nj {EQ_)

j-!

This expression shows that the variance of the relative error, which is directly related to the accuracy

achievedby thesimulation,dependson severalterms,one foreachsourceface.The questionhereis,given
a fixedamoum N of raystobe fired:

jml

(EQ 40)

how shall these N rays be disu'ibuted _non_) the source faces sothat (eq 39) is minimised." The solution to

this problem can be found by applying _dard techniques of n0n'iinear pr0gramrning. It can be shown
that the optimal solution is given by:

k-I

(EQ ,11)

For thisoptimaldistributionoftherays,thevarianceof theerrorbecomes:

v(I=)= , (EQ 42)

Replacing (eq "42) in the general error model, the accuracy control lay,. for the estimation of the absorbed
heat fluxes can be obtained:

NE=2. err"(a) I "
" _'_" t'_m)

Thismulti-sourcemodel isthemost generalexpressionof theaccuracylaw forMCRT calcula.

t.ions.In fact,theaccuracymodel previouslyobtainedforthesimpleradiativeentitiesisjusta particular

caseof (eq 43),with n = I.Indeed,one can regardthecalculationsofcoupUngs asa mono-source phe-

nomenon, beingthe unique sourcetheradiativefaceemittingtheradiation.Similarly,the Sun (orthe
planet)aretheuniquesourcesemittingradiationwhen thedirectfluxesarecalculated.

The considerationsaboutthepre-estimadonofthevaluesarealsorelevantfortheimplementation
ofthisaccuracymodel.
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CONCLUSIONS

This paper has presented a model which can be used to control the accuracy of the radiatJve value,:

estimated by using MCRT methods. The generality of the model allows its application to the radiative val-

ues relevant to the thermal analysis of spacecra_.

A pr0totyping activity has confirmed the validity of the assumptions used in the derivation of the

accuracy models, as well as the feasibility of their implementation. The results obtained are in excellen_

agreement with the values predicted by the slati.qical models, even if pre-e.,a.imation of some parameter,, i,

required.

Full scale implementation of the error models is in progress, with the intention to enhance

ESARAD, the radiative analysis software developed for the European Space Agency (ref. [7]). Significant

improvements intermsof accuracycontrol,e_ciency and performanceateexpectedinrelationtoother

radiativecodescurrentlyavailableinEurope.

NOMENCLATURE

The followingconventionshave beenfollowedinnaming therandom variables:

* Starindicatesestimationof aradiativeentiD For example,F* representstherandom variable"'estima-
tionoftheview factorF'.

, Upper caseisreservedtodenotethedistributionoftherandom variable,whilelower casedenotesa

samplevaluefrom thisdistribution.For example,f*istheestimationoftheview factorE a._provided

by a singlesimulationrun.

Furthermore,thenotation:

R-N(EOI),V(R))

indicatesthatthe random variableR followsa normaldistributionwith expectationE(R) and variance
V(R).
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ABSTRACT

A thermal control system has been designed for the SSF sensor/electronicsbox

(SSTACK). Multi-layerinsulationand heaters are used to maintain the temperatures of

the criticalcomponents within theiroperating and survivaltemperature limits.Detailed

and simplifiedSSTACK thermal models were developed and temperatures were calculated

forworst-caseorbitalconditions.A comparsiou between the two models showed very good

agreement. Temperature predictionswere alsocompared to measured temperatures from

a thermal-vacuum test.

INTRODUCTION

As part of the Defense Meteorological Support Program (DMSP) with Martin Marl-

eta Astro-Space Division (MMASD), a thermal control system was designed for the SSF

(Special Sensor F) sensor/electronics box (SSTACK) located on the precision mount-

ing platform (PMP) of the DMSP satellite. The SSTACK is attached to an aluminum

mounting bracket which is thermally isolated from the PMP. The top half of the SSTACK

consists of an array of earth facing infrared sensors and a chopper motor, and the bottom

half contains a row of electronic circuit boards. Detailed and simplified thermal models of

the SSTACK were developed using the thermal analyzer SINDA [1]. The simplified ther-

mal model was integrated into the MMASD PMP thermal model. An SSTACK TRASYS

[2] geometric math model of the simplified model was also developed and incorporated

into MMASD's TRASYS PMP model.

The boundary temperatures, orbital heat rates, and thermal radiation conductances

from MMASD's PMP and TRASYS models for hot (95 ° sun angle and end-of life (EOL)

optical properties) and cold (0 ° sun angle and beginning-of-life (BOL) optical properties)

tThis work performed at Sandia National Laboratories,supported by the U.S. Department of Energy
under contractDE-AC04-76DP00789

63



orbits were used in Sandia Labs detailed SSTACK SINDA model. The model guided

the development of the SSTACK thermal control system design which maintained the

sensors, motor, and electronic board temperatures within their operational and survival

temperature limits. Survival/operational heaters were required for SSTACK cold orbit

thermal management. Results from the SSTACK thermal models for the different orbits

will be presented and results compared to measured temperatures from a thermal-vacuum
test.

DESCRIPTION OF SSF SENSOR/ELECTRONICS BOX

The SSTACK is located on the earth-facing side of the precision-mounted platform

(PMP) and is attached to an aluminum bracket as illustrated in Figure 1. Figure 1 shows

only the PMP and the ESM (equipment support module) sections of the DMSP satellite.

The bracket is Covered with multi-layer insulation (MLI) and is thermally isolated from

the PMP. The PMP temperature range is 5°C +3°C. A schematic diagram of an earlier

SSTACK design is shown in Figure 2. The SSTACK is divided into four quadrants (Q1 to

Q4) with Q3 facing outward and Q1 facing inward to the spacecraft. The SSTACK has a

mass of 10 kilograms (22 pounds) and produces a power of 11.5+0.2 Watts as summarized

in Table 1. Because of redundancy, there are A-side and B-side circuit boards for the

SPS-14 and SHM-13 modules with either the A-side or B-side boards powered on. The

SSTACK has an overall length and width of 24.8 cm (9.75 inches), and a height of 22.2

cm (8.79 inches). The SSTACK is constructed of thin aluminum sheets (0.10 cm (0.04

inches) average thickness) which are screwed to an inner aluminum frame structure. The

SSTACK is attached to the PMP via four feet (1.8 cm by 2.0 cm) located on the bottom

of the box. The top section consists of an array of eleven sensors and a chopper motor

as illustrated in Figure 3. The bottom half contains an array of electronic circuit boards

as shown in Figure 4 with the front covers removed. The circuit boards slide into frame

guides and are plugged into a connector board. The front-end of the board frames,

except for the two power supply module frames (SPS-14A and SPS-14B), are screwed to

the inner frame structure. The front-ends of the power supply frames are attached to

the box front cover which enhances heat conduction from the power supplies to the front

cover. The operating and survival (power off) component temperature limits are given
in Table 2.

Kapton insulated resistive strip heaters (4 Watts each and two per side) are located

on the inner wall surfaces (see Figure 4). A thermal control electronics (TCE) device,

provided by MMASD, is used to turn the heaters on and off at a temperature set-point of

-104-0.2°C. The TCE temperature sensor is located near the chopper motor (see Figure

3). Each of the eleven sensors have apertures located on the earth-facing top cover. The

aperture plate is shown in Figure 5.
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DESCRIPTION OF SSTACK THERMAL MODELS AND ORBIT

RESULTS

The DMSP operates in a 450 NM orbit having a 100 minute orbit period. For the hot

orbit, the DMSP satellite encounters an eclipse (earth's shadow) during thiry-percent of

the orbit and the SSTACK receives direct solar flux immediately before and after eclipse.

However, during the cold orbit, the SSTACK is shaded and does not receive any direct

solar flux. MMASD required each sensor contractor to provide simplified SINDA and

TRASYS models to be integrated into the MMASD PMP thermal and TRASYS models.

The nodes for the reduced model are shown in Figure 6 and in Figure 7 for the detailed

model which consisted of 24 and 48 diffusion nodes, resectively. The detailed model

was first constructed and the simplified model was developed by maintaining the critical

components (motor, sensors, and power supplies). The simplified nodes were formed

by combining nodal points and calculating equivalent thermal conductances from the

detailed model.

Figure 8 illustrates the MLI design and the thermal radiator surfaces. The SSTACK

thermal radiator surfaces include the nadir-facing sensor aperture plate and the bottom

half of Q3 which are coated with S-13 GLO white paint. The other surfaces are covered

with MLI (8 layers of 0.5 mil thick double-sided aluminized Kapton, 1 rail thick black

Kapton outer layer, and 0.5 rail thick Kapton inner layer).

The environmental heat fluxes (direct and reflected solar, and earthshine), bound-

ary temperatures, and thermal radiation conductances for the hot and cold orbits were

obtained from MMASD's PMP thermal and TRASYS models. The heat fluxes and

boundary temperatures were input into the SSTACK thermal models. The SSTACK

temperatures were calculated using the thermal analyzer SINDA until quasi steady-state

conditions were obtained (approximately 18 orbits). The thermal parameters used in

MMASD's PMP TRASYS model for the cold and hot orbits are shown in Table 3.

Temperature predictions and a comparison between the simplified and detailed ther-

mal models during hot operational conditions (11.7 Watts) are given in Table 4. The

temperature uncertainty for model predictions, 4-11°C, according to MIL-1540B [3] was

not included in Table 4. Adding the uncertainty, the electronics modules, motor, and sen-

sor temperatures are a few degrees above their desired maximum operating temperatures

and are higher than their minimum operating temperatures. A one-Watt operational

heater was needed for the morning orbit to keep the motor temperature from going below

-10.2°C. A comparison between the simplified and detailed models indicate temperatures

that are within 4-5°C. Results for the cold orbit (11.3 Watts) and survival conditions

(power off) are shown in Table 5 where temperatures for the simplified and detailed ther-

mal models compare to within 4-2°C. Approximately 12 Watts of survival heater power

was needed to maintain the motor temperature from going below -10.2°C. However, Ta-

ble 5 shows a motor temperature of -ll.0°C. This was attributed to thermal lag from the
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motor location to the heaters. Adding -llOC to the critical component temperatures in

Table 5, indicate temperature limits well above minimum survival temperatures.

THERMAL-VACUUM TEST SET-UP

SSTACK thermal-vacuum tests were recently conducted in a 42 inch diameter by 42 inch

high chamber. Thermal balance tests were performed to verify the SSTACK thermal

model. The SSTACK was Screwed to a block of fiberglass G-10-material to thermally

isolate the SSTACK from the cham-ber baseplate. An MLi test blanket w-as built and

consisted of ten layers of double-sided aluminized Kapton and an outer layer of double-

sided aluminized Mylar. The outer surface of the aluminized Mylar was painted with

Chemglaze Z-306 black paint. _The sensor-aperture plate and the bottom of Q3 were

painted with S13-GLO White paint. Also included in _the _chambe_wa_a power distribu-

tion box (PSTACK) that accompanies the SSTACK. The PSTACK is located in the ESM

section of the DMSP satellite (see Figure 1) and was also bolted to the baseplate. The

PSTACK was covered with a separate MLI blanket to minimize thermal radiation inter-

action with the SSTACK. The baseplate and inner wall of the chamber were controlled

to preset temperatures with the chamber pressure maintained at 10 -s torr.

The SSTACK has 14 internal AD-590 temperature monitors on each of the sensors,

the motor, and the power suppplies. The AD-590's, shown in Figures 3 and 4, have

an accuracy of :t=2°C, and an output voltage which corresponds to a calibrated temper-

ature. In addition to the internal temperature monitors, copper constantan (Type-T)

thermocouples were attached to the external surfaces of the SSTACK using Kapton tape

illustrated in Figures 9 to 11. Thermocouples were also located on the inner wall of the

chamber (shroud) and baseplate, and on the PSTACK. The thermocouples were cali-

brated to be +3°C. The thermal balance tests were conducted at three different shroud

and baseplate temperature levels to simulate SSTACK hot-operational (10°C and 20°C)

and cold-operational (-100°C and 20°C) conditions. A mid-point operational (-40°C and

and 20°C) condition was also performed as a third data point for the SSTACK thermal

model. The temperature boundaries were held constant for 15 hours at each condition

at which time the SSTACK temperatures changed by no more than 2°C per hour. The

A-side was powered on (11.7 Watts) throughout the tests.

The boundary temperatures were determined by a thermal-vacuum thermal model

which incorporated the SSTACK, PSTACK, baseplate, and shroud. A TRASYS model

was developed for the SSTACK and PSTACK in the vacuum chamber in order to obtain

the thermal radiation conductances for the experimental setup. Shroud and baseplate

temperatures boundaries were put into the SINDA thermal model and steady-state tem-

peratures were calculated for the three thermal balance tests. Thermal model calculations
were done on a Sun Workstation.
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COMPARISON OF SSTACK PREDICTED AND MEASURED RESULTS

Preliminary comparisons between the predicted and measured steady-state temperatures

are given in Tables 6 to 8 for the hot-operational, cold-operational, and mid-operational

tests. The model was first compared to the hot and cold cases with an SSTACK power of

11.7 Watts as shown in Tables 6 and 7. The effective emittance (C) of the MLI was 0.02.

For the hot case, Table 6, a comparison of the measured and predicted temperatures for

the critical components (motor, sensors, and power supply) were within 3°C. For the cold

test, Table 7, the component temperatures also compared well, but the measured cover

temperatures for Q2 and Q4 (TC5 and TC15) were over 10°C lower than the calculated

values even though the measured outer temperatures of the MLI surfaces for Q2 and Q4

(TC9 and TC19)were within _°C of the calculated values. These discrepencies could

be attributed to heat leaks through MLI blanket openings, and thermocouples detaching

from the surface. Analysis is continuing to determine these large temperature differences.

SUMMARY AND CONCLUSIONS

A thermal control system was designed for the SSTACK located on the PMP section

of the DMSP satellite. The aperture plate and the bottom of Q3 were painted with

S13-GLO white paint and the remaining surfaces, except for the bottom plate, covered

wilih MLI. A one-Watt operational heater was needed for the cold orbit and a 12-Watt

survival heater for the cold orbit powered off condition. Detailed and simplified SINDA

thermal models were developed for the SSTACK with the simplified model integrated into

MMASD's PMP thermal model. There was very good agreement between the reduced

and detailed thermal models for cold and hot orbital conditions. The model calculations

were also compared to measured results from a recent thermal-vacuum test. Preliminary

results indicated good agreement between measured and predicted results for the critical

components (motor, sensors, and power supply).
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Table i. Nominal Power Distributionfor SSTACK.

Component Power (Watts)

A-Side On I B-Side On
,,r

Bottom Section

BMD-10 0.62 0.62

SPS-14A 2.15 0.00

SPS-14B 0.00 2.15

SFR-10

PAT-10

PAA- i0

0.01 0.01

0.01 0.01

0.91

PAA-10 0.91

PAA-10 0.91

ARM-10

SAA- 11

s_A-11
SAT-10

SHM-13A

SHM-13B

CAS-12

0.50

CAL-27

0.53

0.90

0.91

0.91

0.50

0.53

1.04 1.04

0.20 0.20

0.33 0.00

0.00 0.33

0.48 0.48

0.000.00

Top Section
Motor 0.66 0.66

Pyro Sensors I.14 I.14

SiliconSensors 0.74 0.74

Radiometer (2) 0.35 0.35

Total 11.50 11.50

Table 2. SSTACK Component Temperature Limits.

Component I Temperature (°C)

IOperational Survival

Sensors -30 to 35 -40 to 55

Motor L. -23 to 35 -40 to 60
Electronics -40 to 50 -40 to 70

Table 3. Thermal Parameters for Cold (BOL) and Hot (EOL) Orbits.

Parameter
Solar Flux 0.132

(W/cm=)
Earth Infrared 0.021

(W/cm _)
Earth Albedo 0.275

Qfl

SI3-GLO White Paint 0.20

Black Kapton 1 rail 0.87

MLI effective C 0.05

PMP Temp. (°C) 2

0.142

0.026

0.375

¢-IR

0.42

0.87

0;02
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Table 4. SSTACK Operational Orbit Temperatures.

Node

No.

Simplified Model Detailed Model

Temperature (°C) Node Temperature (°C)

Hot Orbit Cold Orbit No. Hot Orbit I Cold Orbit

11.7 Watts 11.3 Watts 11.7 Watts ] I1.3 WattsMin. lMax. Min. lMax. Min. lMax. Min. lMax.

8012

8013

8014

8015

8016

8017 34.4 36.2 -0.I 33.0 35.1 -2.8 -0.7

8018 34.4 36.2 ¢).3 33.4 35.5 -2.4 -0.3

8029 36.8 38.1 2.9 33.2 34.9 -1.7 0.i

ElectronicsModules

31.9134.9 -1.6 -0.6 1001 29.6[33.2 -5.21-2.6
27.9 36.1 -5.8 -4.7 1002 27.4 36.2 -6.5 -4.2

18.4 29.2-13.6-12.3 1003 19.7 29.4 514.1-11.6

26.2 30.0 -7.2 -5.5 1004,1005 28.1 30.7 -7.5 -5.5

37.8 39.6 3.7 4.6 1006,1007 36.6 38.7 1.2 3.2
1008

0.8 1009

0.8 1010

3.3 1011-1016

Chopper Motor

8008124.8[26.3-10.2 -8.8 1017 26.6 I 27.8 1-10.2[-8.4
Sensors

8009 23.6 25.9 -11.2 -10.1 1018-1020 24.0 27.4 -11.8 -8.4

8010 23.0 25.8 -11.i -8.7 1021,1022 25.7 27.3 -11.4 -8.4

1027,1028
-8.9 1023-1026

External Covers

-12.6 8001

-6.7 8002

-7.3 8003
,,, =

-6.7 8004

-8.0 8018

-6.4 8019

-4.9 8020

-9.1 8006,8010
8014

-4.9 8007,8011
8015

-8.2 8008,8012
8016

-4.9 8009,8013
8017

8011 22.8 25.9 -11.2 24.1 27.2 -11.4 -8.6

8001 16.1 32.2 -14.2

8002 23.0 27.8 -10.1

8003 23.7 28.1 -9.6

8004 22.9 27.8 -10.1
8005 17.8 25.1 -13.3

8006 25.6 29.3 -7.8

8007 27.1 30.4 -6.8

8021 18.4 25.4 -13,3

8022 20.3 25.6 -12.2

8023 20.4 25.7 -12.1

8024 20.3 25.6 -12.2

17.3 32.4 -14.6 -11.2

22.9 27.9 -11.6 -5.9

23.5 28.2 -10.9 -6.5

22.9 28.0 -11.6 -5.9

19.3 26.2 -13.5 -8.8

25.3 28.9 -9.5 -6.6

24.1 28.8 -10.5 -5.8

20.2 26.7 -13.2 8.3

21.5 26.8 -12.7 -5.9

21.6 26.9 -12.4 -7.6

21.5 26.8 -12.5 -5.8

Note: =t:ll°C uncertainty not included.
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Table 5. SSTACK Cold Orbit Temperatures, Power Off.

Simplified Model Detailed Model

N°de I Temperature(°C)Min.[ Max. Node I Temperature(°C)Min.[ Max.

8012 [-14.1
8013 -18.8

8014 -19.1

8015 -14._

8016 -13.6

8017

8018

8029

8008

8009

8010

-13.5

-13.5-13.4

I -10.7

-12.0

-11.4

8011 -II.4

8001 -19.9

8002 -14.9

8003 -14.4

8004 -14.9

8005 -15.4

8006 -14.5

8007 -14.2

8021 -15.8

8022 -13.9

8023 -14.3

=,

8024 -13.9

ElectronicsModules

-13.1 i001

-17.7 1002

-17.7 1003

-12.3 1004,1005

-12.8 1006,1007
1008

-12.8 1009

-12.8 1010

-12.9 1011-1016

Chopper Motor

-9.7 1017

Sensors

-10.9 1018-1020

-8.3 I021,i022

1027,1028

-8.7 1023-1026

External Covers

-17.6 8001

-10.5 8002

- I I. I 8003

-10.5 8004

-8.9 8018

-12.7 8019

- I 1.7 8020

-10.6 8006,8010
8014

-5.8 8007,8011
8015

-9.2 8008,8012
8016

-6.1 8009,8013
8017

Note: ±11°C uncertainty not included.

-15.3 -12.2

-20.i -17.6

-20.4 -17.6

-14.8

-14.3

-14.3

-14.3

-14.1

-11.0

-12.1

-21.5

-16.5

-15.9

-16.7

-15.6

-15.8

-16.4

-17.0

-15.6

-15.3

-15.6

-13.0

-12.0

-12.0

-12.1

-12.6

-9.4

-8.7

-8.3

-8.5

-17.7

-9.3

-I0.7

-9.5

-8.8

-12.3

-10.1

-II.I

-7.0

-9.3

-7.0
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Table6. Comparsionof MeasuredandCalculated
Temperatures,Hot-Operational.

Thermocouple AD-590 Model

TC No. ] Temp. (°C) AD-590 [ Temp. (°C) Model Node [ Temp. (°C)

QI
1 ] 33.3 Box 1 I 37.0 8003 [ 35.7
2 30.5 Box 2 37.0 8023 32.9

3 29.4 8023 32.9

4 (MLI) 18.1 8027 15.3
Q4

5 28.4 8004 34.5

6 32.0 8024 32.7

7 29.6 8024 32.7

8 8024 32.728.9

17.7 8028 14.19/MLI)
Q3

10 I 36.1 8001
11 8001 33.6

12 29.1 8021 32.3

13 30.0 8021 32.3

33.6

14 (MLI) 18.4 . 8025 14.0
Q2

15 26.5 8002 34.6

16 31.2 8022 32.7

8022 32.717 34.5

18 29.4 8022 32.7

19 (MLI) 16.7 8026 14.7
Aperture Plate

21 I 33.6 8005 I 31.6
Motor

36.0 8008 34.5

Power Supply
47.0 8013 50.0

Sensors

] I [ 37.0 8009-8011 34.0
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Table 7. Comparsion of Measured and Calculated

Temperatures, Cold-Operational.

Thermocouple AD-590 Model

TC No. I Temp. (°C) AD-590 I Temp. (°C) Model Node I Temp. (°C)

Q1
I -24.5 Box i -25.0 8003 -30.6

2 -28.4 Box 2 -25.0 8023 -33.4
-33.13

4 (MLI) -63.6
8023

8027

-33.4

-75.6

Q4

-37.0

-83.4

5 -42.1 8004 -31.8

6 -34.1 8024 -33.7

7 -39.5 8024 -33.7

8 ,_ 8024 -33.7
ii

9 (MLI) 8028 -81.4

Q3
10 -25.3 8001 -32.6

11 8001 -34.1

12 -45.0 8021 -34.1
13

14 (ML[)

15

-45.3

-81.6

-46.3

16 -39.5

17 -32.7

18 -42.9

19 (MLI) -75.4

21 [ -30.7

Q2

8021 -34.1

8025 -82.1

8002 -31.7

8022 -33.7

8022 -33.7

8022 -33.7

8026 -79.5

Aperture Plate

8005 -34.8
Motor

-28.0 8008 -31.8

Power Supply

-13.0 8013 -14.6
Sensors

-28.0 8009-8011 -33.0
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Table8. Comparsionof MeasuredandCalculated
Temperatures,Mid-Operational.

Thermocouple AD-5'90 Model

TC No. [ Temp. (°C) AD-590 [ Temp. (°C) Model Node I Temp. (°C)

Q1
1 3.7 Box 1 5.0 8003 -0.1

2 1.6 Box 2 5.0 8023 -2.9

3 -2.9 8023 -2.9

4 (MLI) -20.5 8027 -29.4
Q4

5 -5.8 8004 -1.3
6 -2.1 8024 ...... :3:_
7 8024 -3.6

9 (MLI)

10

-6.5

-3.1

-27.1

5.1
Q3

8024

8028

8001

-3.6

-32.3

-2.1

11 8001 -3.6

12 -8.3 8021 -3.6

13 -5.5 8021 -3.6

14 (MLI) -28.9 8025 -32.3
Q2

15 -10.1 8002 -1.3

16 -4.4 8022 -3.1

17 1.1 802'2 -3.1

18 -8.0 8022 -3.1
i

19 (MLI) -30.4 8026 -31.0
Aperture Plate

21 0.1 8005 -4.3

Motor

3.0 8008 -1.3

Power Supply
16.0 8013 15.0

SeDsol_

] 4.5 8009-8011 -2.0
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Figure 1. SSTACK location on PMP.

9.7501N_

9.750 IN.

8.7941N.

Figure 2. Schematic diagram of SSTACK.
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Q1

Figure 3. Top view of SSTACK showing motor and sensors.
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Figure 4. Front-view of SSTACK with front cover removed.
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Figure 5. SSTACK aperture plate.
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QI

Figure 9. Thermocouples locations on QI.

Figure I0.

TCg(Q4 MLJ OUTER SURFACE)
TC19(Q2 MLJ OUTER SURFACE)

Thermocouples locations on Q2 (paranthesis) and Q4.
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Figure 11. Thermocouples locations on Q3.
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UTILIZATION OF RECENTLY DEVELOPED CODES FOR HIGH

POWER BRAYTON AND RANKINE CYCLE POWER SYSTEMS

Michael P. Doherty

National Aeronautics and Space Administration

Lewis Research Center

Nuclear Propulsion Office

Cleveland, OH 44135

SUMMARY

This paper will present two recently developed FORTRAN computer

codes for high power Brayton and Rankine thermodynamic cycle analysis

for space power applications. The codes were written in support of an

effort to develop a series of subsystem models for multimegawatt

Nuclear Electric Propulsion, but their use is not limited just to nuclear

heat sources or to electric propulsion.

The paper will provide code development background, a description
of the codes, some sample input/output from one of the codes, and state

future plans/implications for the use of these codes by NASA's Lewis
Research Center.

BACKGROUND

Nuclear Electric Propulsion (NEP)is a propellant-efficient type of

low thrust-to-weight propulsion for space-based propulsion applications.
NEP systems employ a nuclear reactor as a thermal source in a closed heat

transport system to generate electricity, which drives an electric

thruster. The electric thruster uses the electrical energy to accelerate a

propellant, producing mechanical energy or thrust.

Because low thrust is characteristic of electric propulsion, electric

propulsion (EP) only realizes its usefulness in microgravity fields. Near

planetary bodies, an EP spacecraft's flight is characterized by a spiral
trajectory about the planet until escape is achieved. Once free of the

planetary gravity well, the spacecraft's trajectory is as direct as need be

for target body intercept. Extremely high EP spacecraft velocities are

achieved by continual thrusting over a period of time.

Recent studies have shown NEP to be beneficial for robotic planetary
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science, as well as Mars piloted and cargo, missions, offering significant

advantages over chemical propulsion, including: reduced vehicle initial

mass, reduced transit time, wider launch windows, and planetary

rendezvous capability (refs. 1 to 4).

Five major subsystems make up an NEP system: a nuclear reactor

(with radiation shield), a power conversion subsystem (or heat engine), a

waste heat rejection subsystem, a power management and distribution

subsystem, and the electric propulsion subsystem (see Figure 1).

Lewis Research Center's (LeRC) Nuclear Propulsion Office (NPO) and

Advanced Space Analysis Office (ASAO) have developed subsystem models

to improve LeRC's capability to model NEP systems and predict their

performance. Greater depth is needed for NEP system models, to verify

performance projections and to assess the impact of specific technology

developments. The effort to bring greater depth to system models for NEP

was initiated with the development of separate software submodules to

model each of the five major subsystems inherent to an NEP system.

Subsystem models were developed by the Oak Ridge National

Laboratory (ORNL) for the reactor (ref. 5), by the Rocketdyne Division of

Rockwell International for power conversion, heat rejection, and power

management and distribution (refs. 6 to 9), and by Sverdrup Technology for

the thrusters (ref. 10), with at least two inherently different technology

options being modeled for each subsystem.
These models are now resident as VAX/FORTRAN source and

executable code on one of LeRC's Scientific VAX computers.

DESCRIPTION OF THE CODES

Rankine cycle heat engines produce useful work by heating a fluid to

become a gas, employing the heated gas to do useful work, and condensing

the gas back into liquid state. Under this modeling effort, the Rankine

cycle power conversion option assumes that a primary liquid metal

lithium loop supplies heat from the reactor to the boiler and rehe_er.

This is the basis for the schematic shown in Figure 2, which also depicts

the other components that make up this power conversion system. Boiler

and reheater are modeled as a once-through design with lithium on the

shell side and potassium on the tube side. The turboaltemator is modeled

as a multistage axial reaction turbine with a two-pole toothless
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(permanent magnet) altemator. The condenser is I modeled as a shear-

controlled flow condenser co-serving as a manifold for a heat pipe

radiator. The turbopump is modeled as a single stage centrifugal impeller

with inducer, driven by a 45% efficient partial admission turbine. Head

losses and piping sizes are also computed.

Brayton cycle heat engines are single-phase working fluid engines

which produce useful work by heating a gas under a relatively constant

pressure process, employing the heated gas to do useful work, and cooling

the gas under another relatively constant pressure process to get it back

to its original state. This is the basis for the schematic shown in Figure

3, which also depicts the components making up this power conversion

system. This Brayton cycle power conversion model has the capability to

model the heat input to the gas as either by direct heating (gas circulated

through a reactor) or by indirect heating (gas flowing through a liquid-to-

gas heat exchanger). The heat exchanger assumes tube and shell

configuration with liquid on the tube side. The Brayton turboaiternator-

compressor can be modeled as either an axial or radial machine, with a

two-pole toothless (permanent magnet) alternator. A ducting algorithm
computes the ducting diameter, length, and mass, multifoil insulation

mass, and total mass for each ducting segment, as well as providing gas

Reynolds number and pressure drop. Finally, the code can analyze both

recuperated and non-recuperated system designs.

The codes are applicable for electrical ouput power ranges of 100-

10,000 kilowatts-electric for system lifetimes of 2-10 years, at turbine

inlet temperatures ranging from 1200-"1600 K (Rankine) and 1200-1500 K

(Brayton). The ranges of inlet-to'outlet temperature ratios considered

are 1.25-1.6 (Rankine) and 2.5-4.0 (Brayton).

The products or output of these codes include optimal

thermodynamic cycle characteristics, component descriptions,

dimensions, efficiencies, and operating parameters, and overall subsystem

mass. These outputs are provided as clearly dependent upon the input

parameters of turbine inlet temperature, temperature ratio, electrical

power level, lifetime, materials of design, turbine design, etc.

SAMPLE INPUT/OUTPUT

To date, the codes have been reasonably well verified (exercised to

see that they work), but only have just begun the process of being
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validated (determining the reasonableness of their answers). A
parametric analysis of a Brayton power system will be presented to
demonstrate the potential of the codes.

Using the Brayton code, a set of cases was run to demonstrate the
effect of compressor inlet temperature on the overall mass of a specific

space nuclear power system design. The significance of this effect should

be clarified. Because of the strong impact that mass has on spacecraft

performance, spacecraft power systems may not necessarily be designed

for maximum efficiency. Rather, the space power system may be design-

optimized for minimum mass. This implies that the system design point

ultimately chosen may not be one yielding the highest efficiency, but one

yielding the lowest mass.
This implication has interesting consequences for the design of a

space electdc power generation system. Because a power generation

system designed for high efficiency requires moderately low heat

rejection, and thus "cold-end", statepoint temperatures, its heat

rejection will be encumbered by a low fourth-exponent temperature

differential, thus requiring large rejection areas (and encumbent high

mass) to achieve the required waste heat rejection capacity. On the other

hand, for the same output power requirement, if the power generation

system is designed with high heat rejection temperatures, the resulting

low power conversion efficiency will demand that a large power source

(with encumbent mass) be used. Clearly, for an optimized space electric

power generation system, the minimum mass point will be associated

with a =cold-end" statepoint (usually the compressor inlet for a Brayton

power generation system) temperature somewhere in between these

extremes. Detailed analytical modeling of the entire power generation

system will help determine minimum system mass versus key parameters

such as compressor inlet temperature (or temperature ratio).

To demonstrate this point, a 500 kWe Brayton system was analyzed.

The system assumed an 1144 K turbine inlet temperature, a radial

compressor having a design pressure ratio of 1.8, a radial turbine design, a

Helium-Xenon working fluid mixture having a molecular weight of 20, a

recuperator efficiency of .85, and an alternator voltage of 1400 Vrms. The

compressor inlet temperature was varied from 300 K to 500 K (implying a

temperature ratio variance from 3.8 to 2.3). For this analysis, the reactor
heat source was modeled with the use of the ORNL lithium liquid metal

cooled pin type reactor code (ref. 5), while the heat rejection system was
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modeled as being a Sodium-Potassium (NaK) pumped loop having a flat

plate, water heat pipe radiator in a 1000 km high Earth orbit, by using the

Rocketdyne heat rejection code (ref. 8). Statepoint temperatures,

pressures, and required heat flows were manually passed from the Brayton

code to the reactor and heat rejection codes to achieve system

consistency. System specific mass was calculated versus compressor

inlet temperature. In this analysis system specific mass is the sum of

the reactor mass; Brayton subsystem mass (including turboalternator-

compressor, recuperator, ducting, and intermediate heat exchanger); and

heat rejection subsystem mass, divided by the electrical power output.]

The results of this parametric variation of compressor inlet temperature
(CIT) are shown in Figure 4.

As can be seen from the figure, system specific mass is minimized

for a CIT of 400 K, a point somewhere in the midst of the examined range.

(It is only coincidental that the minimum happens to occur at the mid

point of the chosen range; for the initial conditions of this Brayton design,

a CIT design point as low as 250 K is possible, but such a system couldn't

operate in Earth orbit. In addition, selection of more data points would
have more precisely determined the actual CIT at which the minimum

specific mass occurs.) Although the Brayton efficiency at this CIT (24%)

is only 73% of the efficiency that could be achieved with a 300 CIT (33%),

the mass of its heat rejection system happens to be 33% less. Thus it can

be seen that the CIT operating point yielding the minimum system specific

mass is not the same point yielding the highest efficiency.

Using the K-Rankine code, a system designer can perform the same

kind of trades to determine overall system mass (or specific mass) versus
temperature ratio.

UTILIZATION PLANS

A guiding tenet in LeRC's strategic planning for the 1990's is to

build upon the strengths of the our Center. At LeRC, our strengths, as

evidenced by the roadmap of our history (ref. 11), cready fall into the
disciplines of space power and electric propulsion.

Although these space power and electric propulsion technical areas

have had a resurgence in emphasis in recent years - especially so with the

potential dawning of major new applications (ref. 12) - there has been a
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recent cooling off of intentions to apply these technologies in a major
way to new advanced applications. Nevertheless, to indeed build upon the
Center's strengths, the Center must maintain a cutting edge in both the
technology discipline and systems application of these particular
technological areas to the greatest extent possible.

Therefore, these codes, and the system analysis capability they

provide, find themselves at the very heart of the future mission of LeRC.

Although the Nuclear Propulsion Office will not be formally continued

after the end of the fiscal year, the Advanced Space Analysis Office will

continue to perform NEP mission and system studies.

Realizing that these studies will be ongoing at LeRC, and recognizing
the need for LeRC to maintain a pre-imminence in design, modeling, and

analysis of NEP systems for future applications, LeRC is now beginning to

implement a new, efficient modeling tool for end-to-end NEP system

analysis. This modeling tool will take advantage of an existing generic

system modeling, simulation, and analysis environment tool called General

Purpose Simulator (or GPS), authored and maintained by the Department of

Energy's Argonne National Laboratory (ref. 13). The tool will provide for

quick, detailed prototyping of NEP systems that are made up of the

subsystem models introduced in this paper (refs. 5 to 10). Such a tool

should reduce the analysis time required to create a data curve such as in

Figure 4, from as much as 1/2 hour (of analyst's time) per datapoint to
mere seconds (the time it takes for a UNIX workstation to respond to the

touch of a single kestroke). Before the end of FY93, this system modeling

capability is planned to be implemented to some initial degree.

ACKNOWt.EDGMENTS

The author gratefully acknowledges Stephen W. Carpenter and John S. Clark

for their timely review of the paper.

P_'ERENC2S

1. Hack, K.J.; George, J.A.; and Riehi, J.P.: Evolutionary Use of Nuclear

Electric Propulsion. AIAA 90-3821, Sept. 1990.

2. Hack, K.J.; George, J.A.; and Dudzinski, L.A.: Nuclear Electric Propulsion

88



Mission Performance for Fast Piloted Mars Missions. AIAA 91-3488,
Sept. 1991.

3. Yen, C.L.; and Sauer, C.G.: Nuclear Electric Propulsion for Future NASA

Space Science Missions. IEPC-91-035, Oct. 1991.

4. Dudzinski, L.A.; Gefert, L.P.; and Hack, K.J.: Nuclear Electric Propulsion

Benefits to Piloted Synthesis Missions. Proceedings of the American

Nuclear Society Topical Meeting on Nuclear Technologies for Space
Exploration, Sept. 1992.

5. Difilippo, F.C.: Scoping Calculations of Power Sources for Nuclear

Electric Propulsion. NASA CR 191133.

6. Johnson, G.A.: Potassium-Ranldne Power Conversion for Nuclear

Electric Propulsion. NASA CR 191134.

7. Ashe, T. and Otting, W.: Brayton Power Conversion System Parametric

Design Modeling for Nuclear Electric Propulsion. NASA CR 191135.

8. Modarty, M.P.: Heat Pipe Cooled Heat Rejection Subsystem Modeling
for Nuclear Electric Propulsion Systems. NASA CR 191132.

9. Metcalf, K.J.: Power Conditioning System Modeling for Nuclear Electric
Propulsion. NASA CR 191136.

10. (3iiland, J.H.: Megawatt Electric Propulsion Thruster Modeling. NASA
CR 191137.

11. Dawson, V.P.: Engines and Innovation - Lewis Laboratory and American

Propulsion Technology. NASA SP-4306, 1991.

12. Clark, J.S.; Wickenheiser, T.J.; Doherty, M.P.; Marshall, A.;

Bhattacharryya, S.K.; and Warren, J.: NASA/DOE/DOD Nuclear

Propulsion Technology Planning: Summary of FY 1991 Interagency
Panel Results. NASA TM 105703, Aug. 1992.

13. Geyer, H.K.: GPS - A Postscript-like Language for System Simulation.
AL-TR-90-085, Jan. 1991.

89





/

/

U

cni

c-raG.

>,o
_r_ E

U)

.u

mm

lb., O.
,4d,. C

.!

_..r.
m

LIJ_
o.

_-E
x

G) w
U

Z

91
PRKIgEI_NG P.-_,q£ RLAHK l',iOT FfLMED



_=
±;



Figure 2.
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Figure 3.

Brayton

Power Conversion Module Flow Diagram
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SUMMARY

The status of research on the transient behavior of finned coil cross-flow heat exchangers

using single phase fluids is reviewed. Applications with available analytical or numerical

solutions are discussed. Investigation of water-to-air type cross-flow firmed tube heat exchangers

is examined through the use of simplified governing equations and an up-wind finite difference

scheme. The degenerate case of zero air-side capacitance rate is compared with available exact
solution. Generalization of the numerical model is discussed for application to multi-row multi-

circuit heat exchangers.

INTRODUCTION

Significant activity has occurred over the last 25 years in the study of the dynamic

behavior of heat exchangers. Analytical and numerical solutions of a variety of heat exchanger

geometries and applications have appeared. The focus here is specifically with respect to cross-

flow heat exchangers for application in the HVAC (and automotive) areas; where geometries

are significantly smaller than found in power generation and process industries.
In-depth study of the dynamic behavior of such heat exchangers commenced in the mid-

sixties through research aimed at improving dynamic control capabilities of air heating and

cooling systems. Numerous simplified first-order transfer function models emerged, such as for
bare single tubes in cross flow (refs. 1,2), single pass finned tubes, (ref. 3), serpentine single

row (refs. 4,5,6 to 10), and multi-pass cross-counter and cross-parallel flow (refs. 11,12) heat

exchangers. Large multi-pass and sheU and tube heat exchanger dynamics are discussed in refs.

13 and 14. These references apply to one fluid mixed, liquid to gas cross flow heat exchangers.
Most of the results presented are in gain and time consta/tt / frequency response format most

useful for control engineering. The aim of all of the above mentioned work was to derive

transfer functions relating outlet temperature response of the primary and secondary fluids to

changes in flow rate or temperatures of the inlet conditions of primary or secondary fluids.
Each of the above references provide up to 4 transfer functions relating the responses of the

outlet temperatures to changes in the inlet flow rates and temperatures. Ref. 15 provides for 6

transfer functions, accounting for primary and secondary fluid temperatures and primary fluid
flow rate effects on the outlet temperatures. Ref. 16 provides for 8 transfer functions, including

the effects of secondary fluid inlet flow rate on the outlet temperatures. Models are also

available which include closed-loop feed back analysis of heat exchanger transients (ref. 17) and

heating and cooling system simulation (ref. 18).

Most of the above works account for the presence of external fins, but do so by

"lumping" the thermal mass of fins with the tubing, thus neglecting thermal diffusion lags due
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to conduction in the fins. Work by Waede Hansen and Demandt (ref. 19) and Kabelac (ref. 20)

explores distributed effects of heat diffusion in the fins on the overall response of finned tube

heat exchangers. Waede Hansen and Demandt concluded that neglecting heat diffusion effects

in the fins was reasonable in the frequency range up to I0-15 rads/sec. Kabelac achieved good

agreement with expe_ment using a model which incorporated fin diffusion effects, but did not

separate the effects of the fins from the overall model behavior.

Many of the more rigorous analytic and numerical approaches for transient heat

exchanger analysis have been developed more r_._nfly and have re.sults presented in temperature

vs. time format (i.e. the focus is on heat transfer behavior). Some of these studies are more

applicable to a wider class of crossflow heat exchangers (i.e. plate heat exchangers, rod bundles,

etc.). Rizika (ref. 21) analytically examined a tube in a constant temperature or insulated

environment. Evans and Smith (ref. 22) analytically investigated single pass cross flow heat

exchangers with neither fluid mixed, but did not include the effects of metal or matrix thermal

capacitance. Myers et al. (refs. 23,24) developed an approximate integral method for single

row, single pass geomeWy (solutions developed for both fluids unmixed). Myers et al. (ref. 25)

numerically investigated the case of one fluid having an infinite capacitance rate. Jang and

Wang (ref. 26) numerically investigated the _ of one fluid mixed. Terasaka et al. (ref. 27)

used an approximate method of weighted residuals to investigate the case of both fluids unmixed,

neglecting metal/matrix capacitance. Spiga and Spiga (ref. 28) utilized the Laplace transform

technique (and numerical inversion) to investigate the case of both fluids unmixed, with

metal/matrix capacitance incorporated. Gvozdenac (ref. 29), Spiga and Spiga (ref. 28), Romie

(ref. 31), and Chen and Chert (ref. 32) used similar Laplace transform approaches to derive

analytical solutions for gas-to-gas, neither fluid mixed geometries. Yamashita et al. (ref. 33)

used a finite difference technique to numerically investigate heat exchanger transients with both

fluids unmixed. Chiang et al. (ref. 34) numerically investigated a cross counter flow automotive

application. Numerical investigation of multi-row cooling coils with condensation occurring on
the fins has been studied by Reichert et. al (ref. 35).

While significant effort in the above works have been applied to developing analytical
solution techniques and presenting the general transient behavior of the broad class of cross flow

heat exchangers, less emphasis has been applied to quantifying behavior of particular applications

and circuiting arrangements. Numerical analysis remains the strongest and most flexible

technique for examining heat exchanger transients. In the same vein as the work of Myers et

al. (ref. 23,24, analytical) and Reichert et aI. (ref. 35, numerical, cooling coils), the present

study further examines the analysis, mathematical/numerieal descrption, and behavior of heat

exchangers for air heating in H'VAC.

MATHEMATICAL DEVELOPMENT

A length of finned tube exposed to air in crossflow is to be modelled. The tube could

be coiled in serpentine manner, laying in a plane which is perpendicular to the external fluid

flow, or it could be a single length of tube in cross flow. Situations where multi-row or

parallel/counter cross flow circuiting is employed will be discussed later. The following
assumptions will be applied:
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I. Incompressibleflow.
2. "Plug flow" model for water.
3. Convectivecoefficientsconstantduring transients,equivalentto steadyvalues.
4. Negligible axial conduction in tube and fluids.

5. Negligible radiativeeffects.

6. Fins/tube are at one unique temperatureat a given x location("lumped thermal mass").

7. The temperature differencebetween the tubedflnsurfaceand the air is the logarithmic

mean temperature difference.

8. Negligiblethermal storagein the air.

The primary fluid (water) is treated as mixed (no variation in temperature except in the flow

direction) and the secondary fluid (air) is treated as unmixed (variations in temperature both in

the flow direction and normal to the flow direction).

Energy balances on an elemental unit of fin/tube (m), water (w), and air (a) gives the

governing equations in the primitive variable form:

,,a/'.
(.:,o: o:,:':)w- -r.). v ' -, ,,:.c,.(r,7-..)= o (i)

an or.÷_:_n-r.)=op..c,?.T÷#_.Wc,.-_
(2)

V ' .ohA'LM'/D (3).,:.c,.(r.-r:)=
As willbe shown later,thisform may be of most usefulnessfor studying individualeffectsof

physical parameters. The case to be studied here will be for the secondary fluid (air) being

heated. Thus, temperatures are non-dimensionalized according to (T-T_/(T,,i-T Q. Substitution

and rearranging gives:

'• o"a°"__d'(0.o.) o (4)(,:,o. #:,.:)--_- - •:,:c,.o==

a,. ae. +-ip(o. - o.) =o/':":"Ti-÷ r_"c,.-F£ (5)

- -ex-,o'hA':":¢,O. (6)

To reduce the number of variables, dimensionless groupings as follows are helpful:

× -x/L, r =tVJL

N - _j,u,n.c,.
I .I

N. = .°hA �re°c,.
c, =c./c.
n,=.°:,,A'/i e
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Insertion into the governingequationsproduces

ae. N,,.e O.,) _-_O_, 0• -((. - ÷ . (7)

ao. ao. ..(o. o.). o
Or ax

(8)

Substitution of Eqn.(9) into Eqns. (7) and (8) yields

a--T* _* N.C, jo.,- o..o

(9)

(1o)

ao. ae.+_:._ N.o
0-'_" * 8_" j_No) ,,o = 0 (11)

where f('N_)=l-exp('N,). Initially, the primary fluid, metal, and secondary fluid temperatures

are at zero. The primary fluid (w_ter_temperatufe is subject to a sudden step change in
temperature. The boundary and initial conditions are then

0.(x,O) = O_(x,O) - 0 (12)

O,,(l,r)= • (13)

The dimensionless groupings are the minimum number required to describe the problem. While

N,,--NTU,, and N,=NTU, have the same form as the conventional "Number of transfer units",
they are not actually NTU values. Conversion of these dimensionless variables used into the

conventional NTU (ref. 36) can be accomplished as follows:

ifCo < Cw, -_ =-_H, < 1 " NTU=

UA Y.= 04)
C, I+H,

[_'* = N'H l UA H,N,.i/c. < c., _ N. " > 1 . NFV .__- (15)C., I+H,

N, and N,, ard-C_hsskn instead of NTU because they appear naturally in the governing equations,

and effectively separate primary and secondary side fluid effects. N, dictates how close the air

temperature comes to the metal temperature (see eqn.6). N,, contains the water flow length L

in it, while N, does not explicitly contain the water flow length. This is a result of the energy

equation for the air being lumped and not distributed; thus no characteristic length appears

explicitly on the air side. Use of the steady state NTU is not straight forward in parametric

studies where the definition can vary. N, and N,, are also used by Spiga and Spiga (ref. 28) and
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Chenand Chert(ref. 32). As will beshown,eventhenon-dimensionalparametersselecteddo
not allow for a perfect separation of all fluid and heat transfer effects. For example, variations

in air side resistance affect both the N, as well as H,. This duplicity cannot be avoided however,

even with a different selection of non-dimensional parameters.

NUMERICAL TECHNIQUE

A forward time backward space finite difference scheme was chosen for the numerical

calculations. The explicit formulation was chosen as a "first cut" approach. Eqns. (I0) and (I I)

become

- -C- ",¢, J'"" L-c-:-J o:., (16>

L "" .,,1

A stability criteria arising from Eqn.(17) is seen m be

I
Ar N

I (18)
--÷N,,
z_X

Nw in F_:In.(18)a.risesfrom the convection term in E_in.(ll). In a purely advective problem,

Nw--0 and z_1"=_X would result(a desirableresult,sincein dimensional form itis equivalent

to _t.V,,-_x, which implies that a fluid front properly arrives at a spacial grid point precisely

at the time dictated by the fluid velocity.) In the present work the numerical constraint on _-

is Lx_'<Ax, which implies a fluid front will appear at a given grid point prior to what is

physically dictated by the fluid velocity. Note that by writing _'--_'_X, where 0_<__< i, for

best representation of the physics, we want (_ - I. We can then methodically select grid spacing

according to

_X = I - 4, (19)

and as _) approaches I, A_- approaches AX. Computational effort increases significantly as this
is done,

RESULTS AND DISCUSSION

A parametric study is presented using the above parameter definitions over ranges of the

parameters found to cover the design and operation of several manufactured air heating coils as

determined by a survey of manufacturer's catalogs and designs reported previously in the
literature.
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An exact solution for the problem at hand is not available. However, Myers et al. (ref. 37)

provide an analytic solution for the degenerate case of zero air side capacitance rate. This
idealized situation was simulated in the present case by forcing N, to be very large.

Fig. 1 provides a comparison between the numerical model and the exact solution for the

case of negligible air side capacitance. Fig. 1 illustrates a severe test of the numerical model,

that of correctly predicting the step response of the primary fluid (water) at the outlet, at a water

flush time of one. The comparison is seen to improve as the value of _ in Eqn. 19 approaches

1.0 (i.e. decreasing grid and time spacings). A reasonable trade-off between accuracy required

for this study and computational effort was to keep _ in the neighborhood of 0.995. Figure 2
illustrates that the ¢bcriteria h_ a less dramatic effect on the secondary side fluid (air). For a

f'Lxed ¢_ less than 1.0, error in temperature is approximately constant versus time, although the

magnitude of temperature increases with time and the error appears larger at longer times. The

ability to control numerical error is demonstrated; however, since numerically the _ ;_ l implies
some error, the explicit formulation is not particularly attractive on this point and future studies
should explore implicit techniques.

Figures 3 and 4 reflect the effects of the metal to water capacitance ratio on outlet water and

air temperatures, respectively. The value of C, does not effect the steady state values of the

dimensionless temperatures, but has a strong influence on the transient behavior as expected.

Response times can be compared direcdy between each of the curves on either figure, with
greater response times obtained for larger C, 0arger wall capacitance).

Transient heat exchanger efficiency is a useful parameter which compares the energy leaving
the heat exchanger via the air stream to the energy that is given up by the water stream, at a

given instant during the transient. At steady state, the efficiency will equal one. For heating
of the air, we define the transient efficiency as:

Transient Efficiency, ÷ =
(r..- r.,)
(r., - r.)

Figure 5 reflects the transient efficiency versus time for the case of varying capacitance ratio.
Discontinuities in the curves appear at a dimensionless time of one due to the fact that the water

outlet temperature changes abruptly at one flush time. While discontinuities are not an attractive

feature for performance diagrams, this is a reflection of what is really occurring. The transient
efficiency plot also allows us to compare overall heat exchanger response times for different
values of the parameter being studied.

Figures 6 and 7 show the dependence of outlet water and air temperature on N,, respectively.

One can view the N, variation as a variation in the air flow rate, with smaller N, valuc_

reflecting larger air mass flow rates (with the air side resistance artificially held fixed). As N,
decreases, the water outlet temperature, and hence the air outlet temperature, are seen to

decrease. Figure 8 depicts the transient efficiency from which overall response times may be
compared. Comparisons of Figs. 6,7, and 8 demonstrate the utility of presenting both outlet
temperatures and efficiency; while response time is enhanced by increasing the air mass flow

rate (decrease in NO, one would not want to maximize air mass flow rate in most designs
because by doing so the air experiences a negligible rise in temperature.

The effect of the length of the heat exchanger is examined with the N,, parameter. Figs. 9
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and 10 show the outlet water and air temperatures, respectively versus the dimensionless time

with N,, as a parameter. The x-axis is normalized with respect to the flush time of the water

of the Nw = 1 case so that time durations are equivalent between the different Nw curves. Thus,
one flush time is shown at Tau'= 1 for the N,,= 1 case, while for the Nw = 8 case, the flush time

occurs at Tau'=8 since its length is 8 times longer than for Nw=l (assuming the same fluid

velocity in each case). As N,, decreases, the outlet water temperature approaches the inlet water
temperature, the outlet air temperature approaches the water temperature, and steady state is
reached more quickly than for the larger values of N,,. The transient efficiency curves shown

in Fig. 11 more directly compare response time for the Nw variations. Note that Nw=l,4, and

8 correspond to the conventional units of NTU=0.5, 2.0, and 4.0, respectively, here.

Approximate solutions are available for the cases examined here. The current work is not
intended to replace previously available solutions, but rather to complement them. Effort has
been aimed at outlining and describing the results and limitations of a simplified numerical

solution approach to solve for heat exchanger transients.
Extension of the current work is ongoing to further utilize the flexibility of the numerical

approach. Areas being studied include examining the effects of tube rows on transient behavior
and examining changes in secondary fluid temperatures and the flow rates of both fluids.

Comparisons of solutions between the present modeling approach and a simplified model using

ordinary differential equations is also underway. It is anticipated that these efforts will add
further insight into modeling requirements as well as insight into design of heat exchangers with
consideration of transients.
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NOMENCLATURE

A

Cp

C,

h

H,
L

Area (m 2)

Specific heat (J/kg.K)
Dimensionless ratio of metal capacitance to water capacitance.

Capacitance rate (W/K), mass flow specific heat product.
Convective heat transfer coefficient (W/m2-K)
Dimensionless ratio of water side resistance to air side resistance.

Total flow length experienced by water (m)
LMTD

rh

NTU

N,

N,
P

Logarithmic mean temperature difference: (T,,,-TD/ln[(T,cTJ./(T..-T,.)]
Mass flow rate (kg/s)
Number of transfer units, UA/Cm.

(NTU,,) Dimensionless number, inverse of water side resistance-capacitance product.

(NTU,) Dimensionless number, inverse of air side resistance-capacitance product.

Tube inner perimeter (m)
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t

UA
V

X

Time (s)
Overall heat transfer coefficient (W/K)

Velocity (m/s) .................
Volume (m 3) -_< _ .............

Axial position along tube (m)

greek

P

7/
I=

0

X

Density (kg/m3).

Surface efficiency
Dimensionless time, tV_/L. , ......

Dimensionless temperature (T-T.D/(Twi-T.D
Dimensionless position, x/L.

subscripts
w water
a air

ai inlet air

at) outlet air

i grid point
m metal (fin plus tubing)
f fin

t tube

superscripts
n

,)

time level

per unit length

length or surface averaged
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PREDICTION OF PRESSURE DROP IN FLUID TUNED MOUNTS

USING ANALYTICAL AND COMPUTATIONAL TECHNIQUES
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The School of Engineering and Engineering Technology

The Pennsylvania State University at Erie, The Behrend College

Station Road, Erie, Pa. 16563

ABSTRACT

A simplified model for predicting pressure drop in fluid tuned isolator mounts has been

developed. The model is based on an exact solution to the Navier-Stokes equations and has been

made more general through the use of empirical coefficients. The values of these coefficients

were determined by numerical simulation of the flow using the commercial CFD package

FIDAP.

INTRODUCTION

Fluid-tuned mounts [I] are an effective device for vibration isolation. A simple mount

consists of fluid filled chambers connected by a narrow inertia track (Figure 1). When a

force is applied to the chamber ends, the fluid is forced through the inertia track causing a

pressure drop across the mount. The magnitude and phase of the pressure drop are important

parameters in determining the isolation performance of the mount. It is possible to tune the

mounts to a specific "notch frequency" by varying the geometric shape of the mount. The

shape of the mount and the flow parameters determine the flow resistance, which determines

the notch frequency. The design problem then becomes one of determining the shape and

flow parameters for a specific notch frequency. This is a complicated fluid dynamics

problem; successful design of the mounts requires either sophisticated computational fluid

dynamics (CFD) predictions or construction of prototypes for experimental testing. Either of

these options requires a considerable amount of time and resources, which makes them

difficult to use as design tools. Although this analysis _ testing cannot be completely

avoided, a simplified empirical model would allow the designer to investigate the effects due

to changes in important parameters, and perform preliminary screening on different

proposals.

In the present work a model is developed for the simplified geometry shown in Figure

2. The problem can be non-dimensionalized using the mean velocity u 0 and diameter d of the

inertia track. The non-dimensional parameters are defined as:
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Simple Mount

where

D/d:

I/d:

r/d"

Re:

St:

Va:

expansion ratio

length/diameter ratio
radius/diameter ratio

Reynolds Number (p Uod/!_)

Strouhal Number (_od/u o)
Valenci Number (Re*St)

p = density

= viscosity

to = angular frequency

A theoretical model for predicting the pressure drop for this geometry was previously

developed. The model consists of a series of component models (inertia track, expansion,

contraction, and end chamber) which contain coefficients that must be determined by

experiment or numerical simulation. In the present work a series of numerical simulations

were performed to determine the value of these coefficients, which are a function of mount
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geometry and flow parameters. Completion of the model will require experimental

verification, which is in progress.

MATHEMATICAL MODEL

A control volume analysis on the simplified geometry of Figure 2 gives the following

equation:

AoAP = pld--Q +F b
(1)

where A o is the cross-sectional area of the end chambers, P is the pressure, Q is the volume

flow rate, and F b includes the effects of viscous shear, expansion/contraction, and other

forces such as body and gravity forces. This equation simply states that the resistance to the

pressure difference across the mount is determined by the inertia of the fluid and a general

shear/body force.

Presently, the force F b includes two effects: the viscous resistance, and

expansion/contraction terms. The latter are minor contributors and are [2]:
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) ao)

(2)

(3)

where A is the cross-sectional area of the inertia track.

The major part of the resistance to the flow occurs within the relatively long inertia

track and the end chambers, where the spatial and periodic velocity components exist. The

analysis of the oscillatory viscous flow through uniform pipes can be favorably applied to

develop the relation between the flow rate and pressure difference across the mount. This

phasor relation includes the effects of viscous shear as well as the inertia of the fluid. If a

long circular cross-section pipe of radius R undergoes an oscillatory pressure gradient, the
volume flow rate through this pipe is [3]:

where ¢ is equal to R((,}/v) I/2 and is referred to as the frequency parameter (a 2 is equivalent

to Va/4). J0 and J1 are Kelvin functions [4].

It is practical to input the displacement of the mount rather than the force on the
mount. In this case the volume flow rate is known

Q=Qosin(_t) (5)

and the pressure difference A P must be calculated from:

AP=R_QoSin(_t +@) (03

Using the above analytical solution and after some arrangement [5], the unknowns R F
and @ are obtained:
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(7)

(8)

where Rf is the magnitude of the impedance to the flow, and

Mlo =lv/sin2& lo ÷(k-cos &10) 2
(9)

(10)

elo=tan-1 ( sin61o )
k-coS61o

(11)

k= eM°

2M1
(12)

The final assembly of components used in the characterization of the mount impedance

is represented by a series circuit diagram (Figure 3) where Q (as current) creates A P (as a

potential). The theoretical flow impedance of the inertia track, Z, and that of the chambers,

7_.0, includes both the inertial and viscous forces that can be found by equations (7) and (8),

and are complex values. The contraction/expansion terms are assumed to have negligible

inertial resistance but they add to the viscous resistance, so their impedances have only real

components. They can be approximated as

2
_ pQo(1 1_
Zoo . = _/_ - n /

(13)

(14)
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Schematic Representation of Flow Impedances

The total instantaneous pressure difference can be stated as the sum of contributing phasors:

A? ,, (C,Jo_+C_o_Lo:C,.Z:cT_Q (15)

The empirical coefficients (C's) are discussed and algebr_i.'cly evaluated later in terms of

different flow geometries and frequency parameters, upofi comparison with the results from
numerical simulations.

NUMERICAL COMPUTATIONS

The reason for performing numerical simulations is to extend the range of applicability
of the previously described model. For example, the model for the inertia track was

developed for infinite length pipes. Simulation of flow in a pipe of finite length provides a

correction factor which may be used in predicting the pressure drop for a realistic geometry.

Two computational domains were studied in the present work. In order to determine
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coefficientsfor finite track length and expansion/contraction losses, it is necessary to

simulate the full mount, as shown in Figure 4. The problem is axi-symmetric, with the axis

of symmetry along the centerline of the inertia track. The boundary conditions are set to zero

velocity, except at the ends, where a periodic normal velocity is specified. A systematic

series of computations was performed, varying the ratio of track length to diameter and

contraction/expansion corner radii.

-.- --- U U _

. m _ m

Axis of Symmetry

Figure 4

Computational Domain for Full Mount

To determine the effect of different cross-sectional inertia track shapes on pressure

drop, the domain shown in Figure 5 was studied. This corresponds to the infinite length pipe

by setting the end conditions to zero normal velocity gradient and applying a periodic

pressure difference. There are two advantages of this approach over specifying periodic

normal velocity - only one element is needed in the x-direction, since alI x-derivatives are

zero; and the problem is linear, since the convective terms are zero. These advantages

greatly reduce the computational time required for solution, which is important when the

simulations are for non-circular cross-section, because they must be fully three-dimensional.

The disadvantage of this approach is that the flow parameters (i.e., Reynolds number and

Strouhal number) are not known until the problem has been solved. In the present work the

theoretical model is used to find an approximate pressure drop for non-circular cross sections

corresponding to the desired flow parameters. This pressure drop is then used as input, and

the exact flow parameters are determined from the simulation.

The incompressible Navier-Stokes equations are solved using the Galerkin formulation

of the Finite Element Method provided in the CFD package FIDAP [6]. Each problem was

started with an initial velocity of zero. For the full mount case, each problem was run until

the pressure history became periodic, which generally occurred in 3 cycles or less. For the

infinite length track case, each problem was run until the volumetric flow rate became

periodic, which generally occurred in 20 cycles or less.

For each case a preliminary numerical study was performed to optimize FIDAP

options. Grid independence was determined for a typical case by doubling the number of

elements until there was less than 2% difference in the predicted pressure drop or flow rate.
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The optimal time increment was determined in a similar manner to be 50 time steps per
cycle. An acceleration factor of 0.5 was used along with the quasi-Newton solver. The

penalty formulation was used for pressure, with the penalty parameter set to 10-9 . For the

higher Reynolds number cases (above 100) the upwinding option was used to suppress
oscillations in the computed velocity field. Backward integration was used for the time
derivative.

All of the simulations reported here are for laminar flow. Turbulent simulations for a

few cases were performed, but the results were later abandoned for two reasons. First, it is
unclear whether the conditions typically found in fluid tuned mounts are in fact turbulent.

Ahn and Ibrahim [7] discuss the results of several studies that show transition Reynolds

number for periodic flow increases with increasing frequency. The high frequencies typically
found in mounts cause the fluid to move as a slug with extremely thin shear layers at the
walls. For the frequencies and Reynolds numbers of interest in the present work, the

formulas presented by Ahn and Ibrahim indicate laminar flow. Experimental work is in
progress to determine if this is in fact the case.

The second problem is that simulation of unsteady turbulent flow is problematic
because the k-e turbulence model is based on steady flow, and may not be applicable to

oscillating flows. Lasher and Taulbee [8] discuss this problem in more detail. In addition,
the form of the model used in FIDAP is a high-Reynolds number model that uses wall

functions, and therefore cannot predict transition. As a result of these concerns, turbulent
simulations have been deferred until experimental data is available.

FIDAP generally works quite well on this problem, although there were a few

difficulties. One of the most significant problems is that the pressure history sometimes

developed unrealistic oscillations when the second-order trapezoidal integration was used for

the time derivative, which caused the solution to diverge. As a result, the simulations were
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performed using the less-accurate backward integration. This is a known problem with the

penalty formulation for the pressure, but was unexpectedly found to also occur when the

segregated solver (which solves the Poisson equation for the pressure) was used. This

problem js currently under investigation.

Simulations were also attempted using FLUENT [9]; however, these did not work as

well as FIDAP. It took significantly longer to get a converged solution, and it was found that

the interpolation done by the program for time-varying boundary conditions is incorrect. The

results obtained by FLUENT did agree well with those obtained by FIDAP.

F

DETERMINATION OF EMPIRICAL COEFFICIENTS

The empirical coefficients of Equation 15 are developed in terms of nondimensional

geometric and flow parameters. Using the pressure drop predicted across a component by

computational simulation, the coefficient is found as

t_P,,,oal

Certain geometric components contribute to the flow resistance more than others. Figure 6

shows the centerline pressure drop across a typical mount.

Because most of the pressure drop across the mount occurs in the inertia track, the

track component will be the most significant. The pressure drop across the expansion and

contraction typically represents 6-10% of the total pressure drop shown. The pressure drop

across the chamber is relatively small, so any difference between the model and

computational results will not be significant in the overall pressure drop. The chamber

coefficient is therefore set to I. In general the coefficients will be functions of several

parameters, such as Reynolds number, Strouhal number, etc. We assume that the coefficients

are separable into individual coefficients for each parameter; for example:

c -- ) .c(tla') (17)

RESULTS

Expansion/Contraction Coefficients

Within each cycle, the expansion becomes the contraction and vise versa. Because of

this, the expansion and contraction losses are combined as a single loss. The coefficient will

be dependent on the following nondimensional geometric and fluid parameters:
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First, the Reynolds number dependence is considered. In the development of the
theoretical model, the pressure drop across the expansion is formulated from the x-momentum

equation. The momentum equation contains a viscous term for the wall shear stress, which is

neglected in the derivation. If the viscous term is carried through the derivation, it becomes

equivalent to adding a term to the nondimensional pressure drop which is proportional to the

inverse of the Reynolds Number. Simulations were performed at an expansion ratio of 5 for

Reynolds numbers of 1, I0, 100 and 1000. The coefficient was determined by taking the

difference between the model and computation and performing a least-squares regression.
The resulting corrective term is:
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A(R,)= 0.0825 (is)
R,

The data points and equation (18) are shown in Figure 7. Note that the term asymptotically

approaches zero as the Reynolds number increases, as expected.
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Expansion/Contraction Correction

A similar analysis was performed to determine the coefficient for Strouhal Number

dependence. The resulting least squares fit is given by

C(S,) = 1.0+0.032S °67r
(19)

and is shown in Figure 8. Notice that the coefficient approaches 1 for low Strouhal Number

(steady flow), as expected, and increases with increasing Strouhal Number.

Other coefficients can be developed for Expansion Ratio and Radius to Diameter

Ratio. A comparison of the model predictions to FIDAP simulations is shown in Figures 9

and 10. The good agreement indicates that the assumed separation given in equation (17)

produces reasonable results.
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Track Coefficients

As previously discussed, the theoretical model for the track was derived for periodic

fully developed pipe flow. In the developing region the viscous stresses are higher because

the velocity profiles are more uniform. The theoretical model will therefore underpredict the

pressure drop in this region. For long pipes this error will be negligible; however, the error
will increase as the length of pipe decreases. The coefficient for this correction is shown in

Figure 11 and given by

[ 0.078 ]

C(//d)-- 1.0eL("-_E-_J
(20)

For noncircular cross sections the concept of an equivalent diameter is used. Pressure

drop in the inertia track correlates well with Valenci number. At high Valenci numbers the

pressure drop is mostly inertial, and thus a function of cross sectional area and independent of

cross sectional shape. At lower Valenci numbers the cross sectional shape can significantly
influence pressure drop. The equivalent diameter ratio (defined as the diameter of a circle

that gives the same pressure drop divided by the diameter of a circle of the same area as the

rectangle) for various aspect ratios of a rectangular cross section are shown in Figure 12. As

expected, the coefficients asymptotically approach 1 at high Valenci number. The Figure also

shows that the pressure drop in a square cross section is almost equivalent to that in a circular

122



0.025

0.02

_" 0.015

0.01

I1. 0.005

1

J

10

• Re-100 FIDAP [

• Re-t000 FIDAP [__

Rt-10 MODEL [

Strouhal Number

Figure 9

Expansion/Contraction Pressure Drop vs. Strouhal Number

Using Corrected Model

0.018

0.016

,-, 0.014

---, 0.012

0.01

o.oo8

0.006

_" 0.004

0.002

0

• Did-3 FIDAP

_.......--_ " D/d'51rlDAP L

__ • D/d-IOFIDAP L

[ ! ; -- D/d'10 MODEL ]'-_q

10 100 1000

Reynolds Number

F'Lgure10
Expansion/Contraction Pressure Drop vs. Reynolds Number

Using Corrected Model

123



1.09

1.08

1.07

1.06

1.o5
1.04

1.03

1.02

1.01

1.00

q

,q

-ILl

\ * Coefficients

---- Equation (20)

0 20 40 60 80

Track Length/Diameter Ratio

F'tgure 11

Track Coefficient vs. l/d

100

I.I0

o
• 1.00

0.90

0.80

0.70

0.60

0.50

i _ ..../ =

___i __
lw/h'21_TIIII]/ I IIIIII_.'

" JJr jsJlll!,,"",,,,,, I t[1 i,r t _! I JJlf_, I J J .... ,
10 100 1000

Valenci Number (ReSt)

Figure 12

Equivalent Diameter Ratio for Rectangular Cross-Section

i I ltllll '! I_!!li I It
i r r 1"
I I I11tl/ I] ill

Lines repr:sen't _l'east-;quares fit _

lllIl

fill
IIlil
Illl!

I0000

124



cross section of equal area, and increases as the aspect ratio increases.
Coefficients similar to the ones described here can be developed for more complicated

geometries. These coefficients will expand the applicability of the model to realistic mount

geometries. Work is currently in progress to develop these coefficients.

CONCLUSIONS

A series of component models have been developed for predicting the pressure drop in

fluid tuned mounts. Empirical coefficients that will expand the applicability of the models

have been developed, and predictions from the adjusted models agree well with computational

simulation. As additional coefficients are developed the model will become more useful in

the design of realistic mounts.

A major obstacle to completing this model is the problem of determining critical

Reynolds number. Further research, including experimental verification, is in progress.
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SUMMARY

Transient and steady state combined natural and forced convective flows over two in-line

finite thickness fins (louvers) in a vertical channel are numerically solved using two methods. The

first method of solution is based on the "Simple Arbitrary Lagrangian Euledan" (SALE)

technique which incorporates mainly two computational phases: (1) a Lagrangian phase in which

the velocity field is updated by the effects of all forces, and (b) an Eulerian phase that executes

all advective fluxes of mass, momentum and energy. The second method of solution uses the

finite element code entitled F1DAP. In the first part of this study, comparison of the results by

FIDAP, SALE and available experimental work were done and discussed for steady state forced

convection over louvered fins. Good agreements were deduced between the three sets of results

especially for the flow over a single fin. In the second part of the study and in the absence of

experimental literature, the numerical predictions were extended to the transient transports and

to the opposing flow where pressure drop is reversed. Results are presented and discussed for

heat transfer and pressure drop in assisting and opposing mixed convection flows.

INTRODUCTION

Louver arrays are used to enhance the performance of compact heat exchangers. If the orientation

of the exchanger is vertical and the flow rates are low, the buoyancy forces would effect the heat

transfer and pressure drag characteristics of the fins. Mixed convection near rectangular fins

with finite thickness has been studied by Kurosaki et al [1], Sparrow et al. [2], and Suzuki et al.

[3]. Reference [1] has provided experimental data for a single fin, two collinear fins, two parallel

fins and a staggered array of fins. Suzuki et al. [3] presented finite difference solutions for an

array of very thin fins in assisting (upward) flow and discussed heat transfer characteristics of

arrays. Transient mixed convection over a single fin was studied by Khalilol!ahi and Joshi [4]

where temperature overshoots and enhanced heat transfer rates were observed for higher Grashof

numbers. The transient and steady state assisting flow over two in-line was numerically

investigated in Ref. [5] and steady state results were compared with some experimental data

reported in Ref. [1].

*Assistant Professor of Mechanical Engineering
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The present study is intended to (1) enhance the confidence in the solution by the finite

difference FORTRAN code, SALE (Simple Arbitrary Lagrangian Eulerian) through comparisons

with the solution by the finite element package, FIDAP, and (2) to investigate the opposing

convective flow where the pressure difference between the top and bottom sections reverses

causing pressure field to oppose the buoyancy force.

NUMERICAL PREDICTIONS

Finite Difference Scheme

Figure i shows the model geometry, flow domain and computational grid to the left of x-axis.

This domain is used in both SALE and FIDAP solutions. The flow field is governed by the
conservation equations in dimensionless form,
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aulax÷avlaY=o (1)

aula_.uaulaz+vaulaz=-aP/ax+anjax+aiLjaY (2)

arda._+uaYlax+vav/a_'=-aelaY.a_/ar÷aujax+G_e (3)

aela_÷uaelaX. Vaelay=[a2elaX2.a2olaYZ]lPr (4)

where

z_=2au/ax , ]1_=2av/ar, ]_=aulaY÷avlax ,

Gr=gp(TH-Tc)La/v 2 , Pr=pCJk , Nu=qUA T k, O=(T-Tc)/(Tu-Tc),

X=x/L, Y=y/L, U=uL]v , V=vL/v , "¢=tv lL 2, P=pL 2/ p v 2

The boundary and initial conditions are

•_=0, U=V=O=O, (initial conditions)

"_>0,

avlax=u=aelax=o (at X=O, bJL)

U= V=O, e = 1 (on fin surfaces)

[P]r=o - [P]r., =AP (pressure drop)

The axes of symmetry are at X=0 and X=b/L, as shown in Fig. 1. The above equations were

solved numerically by a Fortran code which incorporates Simple Arbitrary Lagrangian Eulerian
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finite difference scheme.This techniqueis describedby Amsdenet al. [6]. SALE procedure
includesa Lagrangianexplicit method where computational cells move with the flow, and an

Eulerian phase in which the cells are returned to the original position. This phase estimates the

effects of advective fluxes of mass, momentum and energy on the flow parameters.

Finite Element Scheme

The finite element _lution of conservation equations governing the laminar flow with

boundary/initial conditions in this problem was made possible through the available educational

version of the FIDAP package [7]. The grid independence was determined by doubling the

namber of elements untilTessthan 2 % difference in maximum velocity at midsection of the lower

fin was observed. The same procedure was incorporated in the finite difference scheme, SALE.

An acceleration factor of 0.3 , the quasi-Newton solver, pressure penalty formulation, and a

fixed time increment (.05 sec) were used. For both schemes, similar unequally sized grid was

assigned with higher cell density near the heated fin surfaces (Fig. 1). The convergence in all

cases was relatively fast and smooth.

RESULTS AND DISCUSSION

Some transient problems in natural and mixed convection flows have been previously solved by

using SALE procedure with favorable results [8,9]. This study intends to apply this technique

and finite element analysis to the phenomenon of heat dissipation of in-line finite thickness

louvers. In the absence of empirical data, the predictions of transients and thermal characteristics

of fins in adverse pressure fields can be valuable. In addition, Comparison of the two set of

predictions (by FIDAP and SALE) can evaluate the reliability and accuracy of these methods

when applied to thermal design problems.

Figure 2 indicates the heat transfer steady state performance of a single rectangular fin in

assisting flow where positive pressure drop assists the buoyancy force. Reynolds number range

is between 30 to 600. This is common for air-cooled compact heat exchangers. The aspect ratio

t/L has been shown to have minor effect on the overall heat transfer rates [I]. The results are

shown for Nusselt number vs. Grashof number and for a fin with t/L=.2 in infinite (air)

medium. The correlation for forced convection flow over a flat plate is (shown in Fig. 2)

Nu = .644 Pr 11a Re lr_ (5)

The agreement between the three sets of predictions is good especially in the range where

buoyancy is dominant and Re number is low. The onset of disturbed flow at higher flow rates
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and adjacent to fin comers may be accounted for the small disagreement at Re> 200. The

experimental values seem to be average of the two numerically predicted sets.

Figure 3 presents the comparison of Nusselt number for assisting steady state flow over two

t-ms (as shown in Fig. 1) which is positioned in an array. The presence of neighboring fins in

the array creates the symmetry lines, Y=0 and Y=b/L. The hig,,her values of Gr/Re 2 represents

the dominance of natural convection while lower range of Gr/Re" indicates the forced convection

regime. The experimental data from Ref. [1] is for in-line fins in infinite medium. This explains

the difference between the numerical and experimental values for the downstream fin (#2).

However, predictions of FIDAP and SALE are in favorable agreement especially in buoyancy

dominant regime. For reference, the relation for mixed convection heat transfer for a flat plate

is shown in Fig. 3 [10].

The estimation of pressure drop is an important consideration in design of heat exchangers.

In the absence of experimental data for fins of present study, numerical predictions by SALE and

FIDAP are presented and compared .for pressure coefficient and for pure forced (Gr=0) and

mixed (Grffi 1480) convections as shown in Fig.4. The agreement is very good especially for

lower Reynolds number (Re < 40) where convection starts by buoyancy action. The difference

is steady but higher (about 10%) for higher Re numbers where forced convection is dominant.
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The term "opposingflow" is given to the case where the pressure drop is reversed. That

means the higher pressure at the top section presses the flow downward while opposing the forces

of buoyancy. This case presents an interesting discontinuitY2trend for the flow and heat transfer.
Upward free convection begins with AP=0 at about Gr/Re = 1.3 (Re=34), causing higher heat

transfer rates for the downstream fin (#1). Flow stays upward but looses intensity when the

magnitude of pressure drop (which is negative) increases. Diminishing flow corresponds to the

upper limit of Gr/Re2=10 shown in Fig.5. Increasing the magnitude of aP will change the

direction of the flow downward not gradually but stepwise where a sudden shift is observed for

the Nu number of both fins. Thereafter the flow starts from the upper limit ,Gr/Re 2- 1.3, in

downward mixed convection region and moves to lower Gr/Re 2 region approaching pure forced

convection. The differences between SALE and FIDAP predictions are more noticeable for the

second fin in the upward flow region and for both fins in the forced convection dominant region.

Similar trend is observed for pressure coefficient in opposing flow (Fig. 6). Lower magnitude

of Ap, ( lAP 1< 4500) is not sufficient to push the flow downward in the region where Re < 33.

With increasing laP l, The flow vanishes (Re=0) but then suddenly changes direction to a

downward flow with Re of about 33. Increasing the magnitude of the pressure difference

increases Re where differences between FIDAP and SALE results become more noticeable.

Overall the agreement seems to be favorable.

Transient heat transfer and average vertical component of velocity for Gr= 1480 and

aP=±3484 are shown in Figures 7 and 8, where predictions by SALE and FIDAP are

compared. Figure 7 shows the transient Nu vs. dimensionless time, _ , and for assisting flow

(Ap= +3484). The solutions show minima at early times, then reaching steady state values

quickly especially for the downstream fin.These minima are caused by the onset of convection

and after the early conduction heat transfer lowers. The agreement seems to be fairly good. The

underestimation of Nu by FIDAP for fin #1 is opposite to the trend seen for the fin #2. Very

good agreement is observed for the average velocity (V=vL/v).

Figure 8 represents the same trends observed in Fig. 7. The flow is an opposing type since

aP is negative. Initially the flow is negative or downward, but eventually it reaches steady

upward flow since buoyancy effects are more dominant. At early times (.05 < • <. 15) under

downward pressure force, the flow is downward before the strengthening of buoyancy effects.

This region presents higher Nu values for fin #2, since it is the upstream fin. Later the flow

direction changes while approaching steady state with fin #1 becoming the upstream fin. The

discrepancy between FIDAP and SALE is moderately significant for the first fin and at about

_=0.2. The agreement for the average velocity is "fine except at intermediate times

(.05 < • < .25) when FIDAP overestimates the predictions by SALE.

CONCLUSION

Transient and steady state heat transfer characteristics of mixed convection were analyzed

for assisting and opposing flows over two in-line vertical isothermal fins. Steady state assisting

flow was predicted by three means, namely FIDAP and SALE that are numerical schemes, and
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by availableexperimentaldatain the literature.Thetrendsin pressure coefficient were presented

for above cases. A discontinuous trend in Nu number, flow rate, and pressure coefficient was

observed for negative AP values (opposing flow). Overall predictions by the two schemes,

FIDAP and SALE, compared favorably. Future work is planned to study further this

discontinuity and to conduct experiments on verification of numerical results especially for
opposing flows.
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SUMMARY

The capability of the boundar-v element method (BEM) in determining thermaJ boundary
conditions on surfaces of a conducting solid where such quantities are unknown has been

demonstrated. The method uses a non-iterative direct approach in solving what is usually called the
inverse heat conduction problem (IHCP). Given any over-specified thermal boundary, conditions
such as a combination of temperature and heat flux on a surface where such data is readily available,
the algorithm computes the temperature field xvithin the object and any unknown thermal'boundam"
conditions on surfaces where thermal boundat 3, values are unavailable. A two-dimensional, steady-
state BEM program has been developed and was tested on several simple geometries where the
analytic solution was known. Results obtained with the BEM were in excellent agreement with the
analytic values. The algorithm is highly flexible in treating complex geometries, mixed thermal

boundan' conditions and temperature-dependent material properties and is presently being extended
to three-dimensional and unsteady heat conduction problems. The accuracy and reliability of this
technique was very good but tended to deteriorate when the known surfaceconditions were only
slighdy over-specified and far from the inaccessible surface.

INTRODUCTION

The objective of the steady-state inverse heat conduction problem is to deduce temperatures
and heat fluxes on any surface or surface element where such information is unknown. In many
instances it is impossi'ble to place sensors and take measurements on a particular surface of a
conducting solid due to the inaccessibility or severity of the environment on that surface. These
unknown thermal boundary values may be deduced "from additional temperature or heat flux

measurements made within the solid or on some other surface of the solid. This problem has been
given a considerable amount of attention bv a variety of researchers and virtuallv all v,,ork has been
directed to the one-dimensional transient problem. :l'he first method proposed t'o solve the IHCP
used inversion of convolution integrals (Stolz 1960) and was subsequently improved by a number
of authors (Beck et al. 1988). Many other methods have also been developed using such
techniques as Laplace transforms, finite elements, time-marching finite differences and other

approaches. A detailed chronological review of the IHCP literature has been provided by Hensel
(1992).

A characteristic of most of these inverse techniques is that they tend to produce temporal
oscillations in the unknown surface thermal condition estimates that are larger than the temporal
oscillations in the over-specified thermal data as it propagates through the solid (Hills and Hensel

1986). In other words, the random noise due to round off errors tends to magnify as the solution
proceeds and quickly produces a useless solution, especia[ly as the distance between the surface
and the over-specified information increases. A number of authors have presented various

smoothing techniques for reducing this error growth, but the effect of these operations on the
accuracy of the solution is not easy to evaluate (Murio 1993).
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Themethodpresentedhereindoegnotutilizeanyartificial smoothingtechnique and is not
limited to transient or one-dimensional problems. This approach is non-iterative and has been

shown to compute meaningful and accurate thermal fields in a single analysis using a straight-
forward modification to the boundary element method (BEM).

The BEM is a very accurate and efficient technique that can solve boundary value problems
such as those governing heat conduction, electromagnetic fields, irrotational incompressible fluid
flow, elasticity, and many other physical phenomenon. For steady-state heat conduction analysis
using the BEM, either temperatures, T, or heat fluxes, Q, are specified everywhere on the surface of
the solid where one of these quantities is known while the other is unl, mown. In the BEM solution

to the IHCP, both T and Q must be specified on a pan of the solid's surface, while both T and Q are
unknown on another part of the surface. Elsewhere on the solid's surface, normal boundary

conditions should be applied as either T's or Q's. The surface section where both T and Q are
specified simultaneously is called the over-specified boundary and is necessary for the IHCP
problem's solution,

Figure I illustrates a typical two-dimensional, multiply connected, inverse heat conduction

problem. Surfaces labeled 1"I are the over-specified boundaries where both T and Q are given.

Normal boundary conditions (either T or Q specified) are enforced on the surfaces labeled F2.

Thermal data is assumed to be inaccessible on the inner F3 surface and thus has both T and Q
unknown on this boundary. The objective of the IHCP is to compute temperatures and heat fluxes

on the boundary 1"3 using only the values of T and Q provided on the surface of the solid and,
possibly, additional temperature measurements made within the solid if such data is available.

THEORY

Two-Dimensional Steady-State BEM

Steady-state heat conduction in a homogeneous medium with a constant coefficient of

thermal conductivity is governed by the Laplace's equation in the region, f_, of a conducting solid

V2T = 0 (I)

where T is the temperature. This is a linear boundary value problem having essential boundat3,
conditions, TO, and natural boundary conditions, Q0, specified on the surfaces Fu and Fq,

respectively. For nonlinear problems with temperature-dependent material properties, the governingequation is given by

v. w) = o, (e)

where X(T) is the temperature-dependent thermal conductivity. Equation (2) can be Iinearized by
the application of the classical Kirchoff transformation which defines the heat function, e, as

Here, _ is a reference conductivity and 3T!r') could be an arbitrary function of temperature.

Consequently, equation (2) can be transformed into Laplace's equation and solved for the heat
function, tg, instead of temperature, T. Results obtained for the heat function must be transformed

back into temperatures using the inverse of the transformation given in equation (3).

(3)
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Laplace'sequationmaybesolved-usingtheBEM (aweightedresidualtechnique)by
introducinganapproximation,u,to theexactsolution,(9. Sincetheapproximationis,in general,not
equalto theexactsolution,anen'orfunctionor residualis producedin thedomainandon the
boundary.The residualin thedomainis givenby R= V2u andtheresidualsat theboundariesare
Ru= u - O0 and Rq = au/0n - Qo. These error functions are normally non-zero unless u is the

exact solution. The weighted average of the residual over the domain and on the boundary may be
set to zero by the weighted residual statement

f u* V2u dr2- _q (q Q0)u* dF + _ (u-O0)q* dl" =0 (4)

where u* represents the weight function which is usually called the fundamental solution (Brebbia
and Dominguez, 1989), while q = au/0n, q* = au*/an and n is the direction of the outward normal

to the surface F. After integrating by parts twice, the boundary integral equation for Laplace's
equation is obtained

£uV2u*d_ + fu*qdF = fq* u dE (5)

The weight function is a Green's function solution for a point-source subject to the
homogeneous boundary conditions. For the two-dimensional Laplace's equation it is

u * = m log2_r _, (6)

where r = Ixi - xj 1, xi is the coordinate of the observation point, xj is the coordinate of the source
point and the logarithm function here has base e. The bounding surface F is discretized into N

surface elements bounded by N end-nodes. After discretizing the surface and utilizing the

properties of the Dirac delta function, the boundary integral equation (6) can be written as

(7)

for each ith node. The term ci indicates the scaled internal angle at the ith surface node. The

functions u and q are assumed to vary linearly along each surface element and, therefore, they can
be defined in terms of their nodal values and interpolation fdnctions

u (_) = (h1(r_)ul + (1"2(_)u2 and q (_)= ¢'I(_)ql + ¢r2(_)q2 (8)

where _ is a localized surface-following dimensionless coordinate, while 91 - (1 - _)/2 and

- (1 + _)/2. The whole set of equations for the N nodal values of u and q can be expressed in
matrix form as
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u = [G] Q (9)

where U = (UI,U2,U3 ..... UN) and Q = (QI,Q2,Q3 ..... QN) are vectors containing the nodal potentials
and surface pane! fluxes while the terms in the [H] and [G] matrices are assembled by properly
adding the contributions from each surface integral

Hij= fq_2q* drj + f¢lq* dr.i+l
rj r j+,

(10)

Oij = :j¢: u* drj + f¢,u* drj+l
rj +1

The free term, q, is produced when the first surface integral of equation (6) is
integrated in the sense of the Cauchy principal value. Since q* = 0u*/0n = (Ou*/0r) (0r/0n) = 0

when the ith surface integral contains the ith observation point, the diagonal of the [I-1] mat-ix is

simply the ci term. This ct:_fficient may be computed explicitly by calculating the internal angle at
the surface node or implicitly (Brebbia and Dominguez 1989)'by first assuming a constant unit
potential throughout the entire domain and then solving for the diagonal component as

N

ci = Hii = j_Hij i,,, j (11)

When the observation node is on the surface panel of integration, the terms in the [G] matrix are
computed analytically from the integral

G ii - _" i dr'i+ _ f_._ log r: dr'i+l

ri ri+ l

(12)

After the [H] and [G] matrices are formed, all boundary conditions ate applied and a set of

linear algebraic equations, [A] X = F, is constructed. Known or specified surface potentials, Ui,
and flu.xes,,.,,Q,i, are a._embled on the right-hand-side of the equation set and are multiplied by their

respecnve triJ or tt,J matrix row mus mrming me vector of knowns, F. All unknown potentials or
fluxes are assembled on the left-hand-side of the equation set and are represented by a coefficient
matrix [A] multiplying a vector of unknown quantifies, X.

The set of linear algebraic equations is then solved for the unknown surface potentials, U,
and fluxes, Q, using a singular value decomposition (SVD) matrix solver (Press et al. 1999_). We
used the SVD since the matrix tends to become ill-conditioned or singular (several equations
become linearly dependent with other equations in the equation set) whenever the over-specified
thermal data are farther away from the surfaces where no boundary conditions are applied. If
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additional thermal data within the solid isprovided, additional equations may be added to the
equation set. Note that the SVD algorithm is capable of providing a satisfactory solution vector
even when the [A] matrix is not square. The more rows (i.e. more data points) that are provided to
the system, the more accurate the solution vector becomes, although the reverse is true when the
matrix has less rows than columns. Once the matrix is solved, the entire thermal field within the

solid can be easily deduced.

RESULTS AND DISCUSSION

IHCP for a Square Plate Using the BEM

A BEM computer program was developed using the theory discussed in the previous
section. The accuracy of the BEM as a solution to the IHCP was verified for a solid square plate.
The plate was 6.0 m on each side and the thermal conductivity of the plate was chosen as 1.0 W/InK.

The top and bottom boundaries were specified to be adiabatic (Q0 = 0 W/m 2) while the left side

surface of the plate was over-specified with a temperature boundary condition of To = 300 K and a

heat flux boundary condition of Q0 = -50 W/m 2. The right side boundary was considered to be
inaccessible and, as such, both temperature and heat flux were unknown on this boundary. The
plate boundary was discretized with 12 panels (3 per each of the four sides) on the boundary of the
solid. The BEM was successful in computing a temperature field within the plate that was accurate
to almost the floating point precision of the computer. The computed temperature and heat flux on

the fight side boundary were 0.000161 K and 49.99997 W/m 2, respectively.

Study of the IHCP for an Annular Disk Using the BEM

The behavior of this algorithm for various combinations of boundary conditions was
documented for steady-state heat conduction in an annular solid disk. The outer radius of the disk

was 1.2 in and the centrally located hole had a radius of 0.5 in. The analytic solution for this

problem was developed by applying Didchlet or essential boundary conditions everywhere on the

boundary of the annular region. Temperature boundary conditions of 100°C on the outer boundary,
and SOoC on the inner boundary were enforced. The thermal conductivity of the solid was

considered to be constant, k = 1.0 Btu/in secOR. The analytic solution for the temperature field
within the disk is easily found as

T (r) =A + B log r

where A = 89.59 and B = 57.11. The radial heat flux is then

(13)

Q (r) = k V'l" = - L dT(r)/dr "B / r (14)

which yields Qout = -47.59 Btu/in2sec and Qi- = 114.22 Btu/in2sec as heat fluxes through the
outer and inner boundaries, respectively. The BEM algorithm was run on the same problem. The
problem was discretized with 36 panels on each outer and inner boundary. The BEM program
predicted the temperature field in the solid which averaged only a 0.3% error versus the analytic
solution.

In order to study the feasibility and accuracy of the BEM solution to the steady-state IHCP,
seven variations to the same problem were performed and the results obtained were compared to
those from the previous problem. Each test utilized the same annular geometry and outer boundary
thermal data in a variety of combinations.

Test I_ The outer and inner boundaries of the annular domain were each discretized with 36

equally-length flat panels. The entire outer boundary was over-specified with temperature and flux
boundary conditions, while both temperature and flux were unknown on the inner boundary. The

141



BEaMformulationdetailedin thetheorys_tion, canberepresentedin matrix form by equation(9).
For this testcase,thesolutionsetof 72equationsincluded72knownvalues given as boundary
conditions on the outer surface and 72 unknowns on the inner boundary. The BEM computed the
temperature field within the annular solid in addition to the unknown temperatures and heat fluxes
on the inner boundary. Figure 2a shows the computed temperature contours for the annular solid

disk and also includes the BEM nodes used and the type of boundary, conditions specified at each
node, The box-shaped nodes have both T and Q known and thus are over-specified, the circles are
nodes where both T and Q are unknown, and the triangular nodes have a single boundary condition
of temperature applied. The thick solid lines in figures 3 and 4 represent the accuracy of this
particular BEM solution. Figure 3 shows the relative percentage error in temperature on the inner
boundary for each test as a function of the circumferential angle in radians. Figure 4. is the same as
figure 3 except that it gives the relative percentage error in the heat flux on the inner boundary.

Notice that this test case had an almost perfectly symmetric result with an average error of only
0.5% in temperature and a somewhat oscillating error in heat flux averaging about -I.5%.

Test 2. This test case was identical to Test I except that the outer and inner boundaries were
discretized with a coarser grid consisting of 18 panels each. Overall, the BEM solution set had 36
knowns, 36 unknowns and 36 equations. The computed temperature field and bounda_'

discretization are shown in Figure 2b and the relative percentage error in temperature an_I heat flux
on the inner boundary are given as thin solid lines in figures 3 and 4. The temperature field within
the solid was nearly perfectly symmetric, but was uniformly biased about 2.5% in temperature and -
2.5% in heat flux.

Test 3..___=.This test case was identical to Test I except that the boundary of the annular disk
was discretized with 36 panels on the outer boundary and 18 panels on the inner boundary.
Overall, the BEM solution set was over-specified and had 72 knowns, 36 unknowns and

equations. The thick dotted lines in figures 3 and 4 readily show that Test 3 produced the most

accurate results for both temperature and heat flux. In addition, the temperature contours in Figure
2c are nearly perfectly symmetric.

Test4_____.This test was identical to Test 1 except that the outer boundary was discretized with
18 panels and the inner boundary was discretized with 36 panels. Overall, the BEM solution set
was under-specified and had 36 knowns, 72 unknowns and 54 equations. Results of Test 4 are
given by the thin dotted line in figures 3 and 4. The temperature was uniformly biased with a 3.0%

error, while the heat flux was somewhat oscillatory and similarly biased. The temperature contours
in figure 2d were nearly symmetric.

Test 5. Both the outer and inner boundaries of the annular disk were discretized with 36

panels. Temperature boundary conditions were specified everywhere on the outer boundary but the
additional heat flux boundary conditions were over-specified in the first and third quadrants of the

outer boundary only. The BEM solution set had 54 knowns, 90 unknowns and 72 equations. The
temperature field shown in figure 2e was comparable to that of Test 4. The temperature and heat
flux on the inner boundary are represented by the finely dotted lines. The temperature distribution
on the inner boundary wa_ somewhat oscillatory, but averaged only a 0.75% error. The heat flux
on the inner boundary was also oscillator3, and averaged an error of about -2.0%.

The circular disk was discretized with 36 panels on both the inner and outer

boundaries. Temperature boundary conditions were specified on the entire outer boundary, while
heat flux boundary conditions were over-specified only on the upper half of the outer boundary.
As in Test 5, the BEM solution set contained 54 unknowns, 90 unknowns and 72 equations. The

temperature field illustrated in figure 2f was asymmetric about the x-axis, but was very nearly
symmetric about the y-axis. The greatest error in the temperature field occurred in the bottom half
of the annular solid region. The thick dashed lines in figures 3 and 4 reveal inner boundary errors

that are quite oscillatory in nature and noticeably peak at the very bottom of the solid disk ('the point
farthest from the over-specified dam).

Test 7. This test case is identical to Test 5, except that heat flux boundary conditions are

over-specified in the first quadrant of the outer boundary only. The BEM solution set contained 45
knowns, 99 unknowns and 72 equations. Figure 2g illustrates the temperature contours within the
solid disk. The error in the temperature field obviously worsens as the distance from the over-
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specifieddataincreases.Thethindashed-linesin Figures3 and 4 illustrate the error in the
temperature and heat flux on the inner boundary. The error is oscillatory and peaks at about 60% at
the point farthest from the over-specified data. Notice also that the temperature field is symmetric
about the line inclined 45 degrees and passing through the center of the circle.

IHCP for a Rocket Nozzle Wall Section with a Coolant Flow Passage

The BEM solution to the IHCP was attempted on a realistic engineering problem with

temperature-dependent material properties. High pressure, reusable rocket thrust chambers
encounter a progressive thinning of the coolant flow passage wall after repetitive engine operation.
This deformation is caused by high thermal plastic strains that eventually cause cracks to form in

the cooling passage wall. An engineer who wishes to reduce or eliminate the plastic strain may
obtain experimental data such as hot gas wall temperatures and heat fluxes, shroud temperatures,
compressive strains, and thrust chamber total pressure and temperature (Quentmeyer 1978, 1992).
Unfortunately, the engineer cannot normally obtain data within the coolant flow passage due to the

extremelv low temperature of the liquid hydrogen coolant and the small dimensions of the passagc..
_gure 5 is a schematic of a cylindrical thrust chamber assembly and figure 6 illustrates a

cylinder wall cross section showing typical instrumentation locations and dimensions. These
figures were taken from a NASA publication (Quentmeyer 1978) and were subsequently used to

generate the geometry of the nozzle wall section. The hot gas wall temperature (1520 °R), heat flux
(-35 Btu/in2sec) and shroud temperature (518.4 °R) were experimental measurements taken from

the same publication. The outer shroud heat flux was assumed to be negligible (0 Btu/in2sec). The

coefficient of thermal conductivity of the solid copper region was linearly dependent on the local
temperature

X.-Xo (1 +ctT) (15)

where Xo - 0.00,1893 Btu/insec°R and a = -0.(X)0055056 OR-1. In addition, figure 6 shows that the

conducting solid region is made up of three different materials; copper, electrodeposited copper, and
nichrome ZrO2. Although the present analysis uses only a single material, the BEM can be

modified to handle composite materials with each having distinct thermal properties. The
shaded portion in figure 6 is the domain typically used in the two-dimensional heat conduction

model. For the BEM analysis of this IHCP, a full section containing the entire cooling passage
and half of the surrounding conducting metal was generated in order to examine the symmetry of
the results. The meridional or symme.try planes were assumed to be adiabatic. The outer and inner
boundaries were discretized in the same manner:. 16 panels on the hot gas side, 8 panels on the
shroud and 8 panels on each of the two periodic meridional boundaries. The BEM solution set

contained 66 knowns, 94 unknowns and 80 equations. The BEM computed both temperatures and
heat fluxes on the entire coolant flow passage boundary in ad.dition to the temperatures on the
meridional side boundaries. The predicted temperature field ';vithin the solid region is illustrated in
figure 7. These results show a negligible asymmetry about the meridional centertine and slight
oscillations in the temperatures computed near the corners of the coolant passage's cool side.

CONCLUSIONS

The boundary element method computed temperature and heat flux boundary conditions on
boundaries of a conducting solid where such quantities were onginally inaccessible and unknown.
The results presented herein indicate that the direct non-iterative BEM solution method for the

IHCP is an accurate, robust and reliable technique that takes only seconds of CPU time on any
typical mainframe, workstation or PC. In addition, the results obtained were found to be more

accurate when one or both of the following conditions were observed: a) greater amount of over-
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specifieddatawasapplied,b) theover-specifieddatalocationswerein closegeometricproximity to
thelocationsof theunknownboundaryconditions.

ACKNOWLEDGEMENTS

SincerethanksaredueMr. VineetAhuja for suggesting the use of the SVD algorithm for
almost singular matrices, since a standard matrix solver produced meaningless results due _ severe
accumulation of round-off errors.

REFERENCES

Beck, J.V., Blackwell, B. and SL Clair, C.R., Jr.: Inverse Heat Conduction: Ill-Posed Problems.
Wiley-Interscience, New York, 1985.

Brebbia, C.A. and Dominguez, J.: Boundary Elements, An Introductor-v Course. McGraw-
Hill Book Company, New York, 1989.

Hensel, E.C., Jr.: Multi-dimer_isn_ inve-rse Heat C0nductionl PhlD. dissertation,
Mechanical Engineering Dept., New Mexico State University, Las Cruces, NM, 1986.

Hills, R.G. and Hensel, EC., Jr.: One-dimensional Nonlinear Inverse Heat Conduction
Technique. Numerical Heat Transfer, vol. 10, pp. 369-393, 1986.

Martin, T.J.: Inverse Design and Optimization of Two- and Three-Dimensional Coolant Flow
Passages. M.S. Thesis, Dept. of Aerospace Engineering, The Pennsylvania State
University, May 1993.

Murio, D.A.: The Mollification Method and the Numerical Solution of Ill-Posed Problems.'
John Wiley & Sons, In., New York, 1993.

Press, W.H., Teukolsky, S.A., Vetterling, W.T. and Ftannery, B.P.: Numerical Recipes in
FORTRAN. Second Edition, Cambridge University Press, 1992.

Quentmeyer, 1LJ.: Investigation of the Effect of Ceramic Coatings on Rocket Thrust Chamber
Life. NASA TM-78892, 1978.

Quentmeyer, R..I.: An Experimental Investigation of High-Aspect-Ratio Cooling Passages.NASA TM-105679, 1992.

Stolz, G. Jr.: Numerical Solutions to an Inverse Problem of Heat Conduction for Simple
Shapes. ASME Journal of Heat Transfer, vol. 82, pp. 20-26, 1960.

Figure i.
A geometric definition of a two-dimensional inverse heat conduction problem.
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Figure 2.
Geometry of the BEM nodes on the outer and inner boundaries, boundary
condition types and isotherms computed with the BEM for each of the seven
annular disk test cases.
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ABSTRACT

A numerical investigation of exergy destroyed by operation of

a conventional steam power plant is computed via an exergy cascade.

An order of magnitude analysis shows that exergy destruction is

dominated by combustion and heat transfer across temperature

differences inside the boiler, and conversion of energy entering

the turbine/generator sets from thermal to electrical. Combustion

and heat transfer inside the boiler accounts for 53.83 percent of

the total exergy destruction. Converting thermal energy into

electrical energy is responsible for 41.34 percent of the total

exergy destruction. Heat transfer across the condenser accounts

for 2.89 percent of the total exergy destruction. Fluid flow with

friction is responsible for 0.50 percent of the total exergy

destruction. The boiler feed pump turbine accounts for 0.25

percent of the total exergy destruction. Fluid flow mixing is

responsible for 0.23 percent of the total exergy destruction.

Other equipment including gland steam condenser, drain cooler,

deaerator and heat exchangers are, in the aggregate, responsible

for less than one percent of the total exergy destruction. An

energy analysis is also given for comparison of exergy cascade to

energy cascade. Efficiencies based on both the first law and

second law of thermodynamics are calculated for a number of

components and for the plant. The results show that high first law

efficiency does not mean high second law efficiency. Therefore,

the second law analysis has been proven to be a more powerful tool

in pinpointing real losses. The procedure used to determine total

exergy destruction and second law efficiency can be used in a

conceptual design and parametric study to evaluate the performance

of other steam power plants and other thermal systems.
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NOMENCLATURE

= area, m2

= specific heat, KJ/(kg.c)

= exergy, MJ

= gravitational acceleration, m/s 2

= enthalpy, KJ/kg

= methalpy, KJ/kg, h°=h+gz+V2/2

= heating value of fuel, KJ/kg

= mass flow rate, kg/s

= pressure, KPa
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= heat rate, KW

= ideal gas constant, for water vapor R=0.461 KJ/(kg.K)
= entropy, MJ/K.kg

= entropy, MJ/K

= time, sac _ i

= temperature, K or C

= specific volume, m3/kg

= velocity, m/s

= gross turbine power, KW

= mass flow rate ratio of mixing
= elevation, m

= enthalpy departure factor

= entropy departure factor

= t

GREEK LETTERS

n

!
n

A _

= first law efficiency

= second law efficiency

= (pressure) difference

SUBSCRIPTS

a = ambient (reference)
b = boiler

bfpt = boiler feed pump turbine
cond = condenser

cr = critical point

dc = drain cooler

des = destroyed

fri = due to friction

gen = entropy generation

gsc = gland steam condenser

ht = high pressure turbine

hx = heat exchangers

i = inlet, inflow

it = intermediate pressure turbine

i = liquid

loss = due to loss
It

mak

mix

o

rh

ssr

v

w

= low pressure turbine

= water makeup

= due to mixing

= outlet, outflow

= reheater

= steam seal regulator

= vapor, steam
= water
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INTRODUCTION

A conventional steam power plant unit located in Valmy,

northern Nevada is shown in Fig. i. In this Plant, steam generated

in the coal-fired boiler enters a high-pressure turbine. Most of

the steam leaving the high-pressure turbine enters the

intermediate-pressure turbine via a reheater. A small fraction of

the steam leakage flow from the high-pressure turbine enters the

intermediate-pressure turbine directly (without reheating). After

passing through the intermediate-pressure turbine, the steam then

powers a low-pressure double flow turbine-generator. The main

output steam from the turbine-generator is condensed into water

through a condenser and is then diverted back to the boiler through

a series of heat exchangers and a deaerator, After partial

pressurization, the condensed water is heated inside heat

exchangers by the steam coming down from three different turbines

through bleeds. Two other pieces of auxiliary equipment in the

system schematic are the BFPT and SSR. BFPT is the boiler feed

pump turbine which supplies direct drive power to the boiler feed

pump. The "steam seal regulator" (SSR) can adjust the steam

pressure in the turbine gland seals.

Although there have been a considerable number of prior exergy

studies on power generation (Salamon eta l, 1980; Ei-Masri, 1985;

Ishida et a_!l, 1987; Bejan, 1988; Lozano and Valero, 1988; Stecco

and Desideri, 1988; Valero and Torres, 1988; Ei-Sayed, 1988; Kalina

and Tribus, 1989; Dunbar e_ a_!l, 1991; Kalina, 1991; Horlock, 199!;

Bidini and Stecco, 1991; Tsatsaronis et al, 1991), a second law

assessment of exergy cascade for this kind of plant is not

available.

Properly quantified performance of a steam power plant must

not only account for the energy gains and losses as dictated by the

First Law of Thermodynamics, it must also account for the quality

of the energy. However, energy quality can be only determined from

the Second Law. Exergy analysis is a powerful tool for the

evaluation of the thermodynamic and economic performance of the_ma!

systems. In this research, the application of exergy analysis in

the evaluation of the steam power plant is described in detail. An

energy analysis is also performed for purposes of comparison with

the exergy analysis.

EXERGYANALYSIS AND EXERGY EQUATIONS

As described in the above section and Figure i, the unit is

composed of a coal-fired boiler, reheater, high-pressure turbine,

intermediate-pressure turbine, low-pressure double flow turbine

generator, heat rejector (condenser), gland steam condenser (GSC),

drain cooler (DC), deaerator, six heat exchangers, boiler feed pump

turbine, steam seal regulator, transportation pipes, pumps, valves

and other auxiliary equipment. The working fluid is water/steam.

Exergy destruction happens where energy transfer and momentum

transportation are involved. In this analysis, only main
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components in the system which play important roles in energy
transfer and momentum transportation are considered.

Exergy destruction in the boiler manifests from highly
irreversible combustion and heat transfer. The fuel oxidation

consumes a certain percentage of the usable fuel energy. The huge

gap between steam temperature and combustion temperature

necessarily causes similarly huge exergy destruction. The value of

exergy loss which is obtained by subtracting exergy leaving from

exergy arriving at the boiler is the product value of entropy
generation and reference temperature. There are several various

proposals for the expression of second law efficiency about power

plant components (Horlock, 1991). This Investigation adopts

Fratzscher's definition which is also recommended by Horlock. The

second law efficiency is the ratio of exergy leaving over exergy
arriving.

Sb,d.s--Sb,go.r. -Eb,o (i)

(2)

Exergy arriving includes the exergy of fuel input (fuel exergy),

the exergy of water returning from heat exchangers and the exergy

coming from high-pressure turbine then entering reheater which is

built inside the boiler. Exergy gained by the working fluid which

is delivered to the high-pressure turbine and the intermediate-

pressure turbine respectively is considered as exergy leaving.
The fuel exergy is given by

Efuel =f Qfuel (1 - Ta (3)

where

Qfuel =mfuel I'Iv (4 )

Bejan (1988) gives the flow exergy as,
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E--m[ho_h2_T_ (s-s,) ]4: (S)

which is defined as the difference between the flow availability of

a stream and that of the same stream at its restricted dead

(reference) state. In the above equation, h0 is methalpy

representing the summation of thermal, potential and kinetic

energy. After neglecting potential and kinetic energy, the exergy
of water from the heat exchangers is expressed by adopting

equation (5).

Eb.i.hx=fmb, i,ax[hb,i,_-ha- Ta (Sb,i,hx-Sa )]dt
(6)

The flow exergy entering the reheater from the high-pressure
turbine can be described by a same expression.

Eb.i.h==fmb,i._=[hb,i,h=-h,-T_ (Sb,i,h=-Sa)]dr
(7)

The flow exergy leaving the boiler for the high-pressure turbine

is given by

Eb.o._==/mb.o.h=[hb.o.h=-ha-Ta (Sb.o.h_-Sa)]dr (8)

The flow exergy leaving the reheater for the intermediate-pressure

turbine is given by

Eb.o.i==f mb,o,i_[hb.o,i=-ha-T a(Sb,o,i=-Sa) ]dt
(9)

so the exergy destruction and second law efficiency become,

Eb._.s=Sb,g.nT.--E:_.l+E_,,,_+Eb,i.h_-mb.o,h=-Eb.o,i= (i0)
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_b, o, hc + Eb, o, i
(II)

Similar analyses of the exergy balance related to exergy

destruction and second law efficiency for other components in this

steam power plant are based on equation (5) and the following
equation for work output or input.

Ew=:Wdt (12)

Exergy destruction occurs In the flowing fluid throughout the

entire system because of energy and momentum loss. Thermodynamic

irreversibility in incompressible water flow only depends on
temperature drop (Bejan, 1988).

(13)

or when

 P C--aTi (14)
V

then

S_,,1,g,n=: [ m.-_-vAp] dt (15)

In the case of steam, entropy generated by fluid friction is

proportional to the pressure gradient and difference of entropy
departure factors.

Sf,v,gen=:mR[in_ +(Zs, o-Zs.i) ]dt (16)

The first term in the above expression is based on the ideal gas
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assumption (Bejan, 1988). But ideal gas relations should not be
used in steam power plant applications where high pressure
superheated steam is usually involved. At high pressure, steam
deviates considerably from ideal gas behavior. A correction term
including enthalpy departure factors and entropy departure factors
must be incorporated (Cengel and Boles, 1989). The second term is
added to correct for entropy departure.

When two streams of differing temperature and pressure mix

with one another, the accompanying energy and momentum exchange

necessarily involves exergy destruction. There are many locales

where such mixing occurs in the system. Bejan (1988) gives the

mixing entropy generation for incompressible fluid as,

x TI-T2 PI-P3 (l-x) v P2-P3

(17)

where m is total mass flow rate after mixing, x is ratio of mass

flow rate from the inlet with temperature TI and pressure PI over
the total mass flow rate. Variables with subscripts 1 and 2

represent two inlet flow while the outlet flow of mixing is

expressed with the subscript 3. The corresponding expression for
steam is

Sm'v'g°n'fm{[cp' x(I-x)( Cp.v )+Xa< P -P3 (1-x)R ( P2-P3) ]+Cp.vP3

xR (Z,,3-Zs. l) ÷ (l-x) R (Zs.3-Zs.2)}dr (18)

The first three terms in the above equation are based on the ideal

gas assumption (Bejan, 1988). Similar to the expression for

entropy generated by fluid friction (steam), the last two term is

added to correct for entropy departure. Then, exergy destruction

can be obtained by multiplying entropy generation and Ta.
Pumps, of course, contribute themselves to the overall

destruction of exergy through the system. Like most steam-turbine

cycle calculation, their thermodynamic irreversibilities are

neglected. Inlet and outlet flows of the steam seal regulator have

the same temperature and pressure, so that flow through the steam
seal regulator generates no entropy and the net exergy loss is
zero.
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ENERGY ANALYSIS

Energy balance is based on counting the energy input, energy
output and energy losses which is dominated by the first law of

thermodynamics. The value of energy loss is obtained by
subtracting energy output from energy input.

Ener gyLoss= Energy Inpu t- Ener gyOu tpu t (19)

The first law efficiency is the ratio of energy output over energy
input.

= EnergyOutput
i ""EnergyInpu

(20)

' " -FY

For example, considering energy balance for the boiler.

EnergyLoss=f ((mHV9 :u,1+ (mh) b.i.hrr + (Inn) b. i.hr- (an) b.o.hr- (an) b.o. i_ d_

(21)

therefore

{(mh) b.o._=+(mh) b.°.i)dt

n*'b=f{ (mm_ :,,i+(n_)b.i._+ (mh) b.i.h)d_
(22)

Similar analyses of the energy _ balance and first law

efficiency for other components in the power plant are based on
equation (19) and (20).

RESULTS AND DISCUSSION

The preceding integrals are evaluated numerically for a single

day using the heating value of coal, temperatures and pressures

provided by Sierra Pacific Power Company. Table i presents energy
and exergy quantities in the energy cascade and exergy cascade

from heat source to heat exchanger 7. Comparing the second columns
with the third columns for every component in Table I, it should be

noticed that exergy input is always less than energy input. This
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means that thermal energy input is not high quality energy and
only part of it is available.

Table 2 shows the first law efficiency and the second law
efficiency for components and the plant. This table shows that some
components, such as the turbine/generator, have high first law
efficiencies but low second law efficiencies. The first law
efficiency of the turbine/generator set is almost one hundred
percent while its second law efficiency is just 54.4 percent. The
reason is that a lot of hot steam flows down to the heat exchangers
through bleeds. This bleed-off steam can be considered as the hot
stream (source) of the heat exchangers and the output of
turbine/generator. These thermal energy outputs are much lower
quality of energy than the highly refined energy of electrical
output. It is also interesting to note that all heat exchangers
have a one-hundred percent first law efficiency but not a one-
hundred percent second law efficiency, the difference being caused
by exergy destruction due to heat transfer. The heat exchanger
numbered one has a lower second law efficiency than the other heat
exchangers. This datum, crucial to effective energy management,
means that heat exchanger one has a larger availability loss; a
loss which escapes the methods and techniques of first law
analyses.

After the investigation of exergy destruction, it is found
that combustion and heat transfer losses in the boiler are
responsible for 53.83 percent of the total exergy destruction.
Combustion losses can hardly be reduced with present technology
because the conventional fuel oxidation via the highly irreversible

combustion process consumes about 30 percent of the usable fuel

energy (Dunbar et a_!l, 1991). A possible remedy for this waste of

exergy would be the application of fuel cells in future, even

though fuel-cell technology for large-scale generation of

electrical power remains to be determined. The heat transfer loss

causing destruction of exergy is due to the difference between high

temperature gas and low temperature water/steam. This loss may be
reduced by using high temperature and pressure steam.

Conversion of thermal energy into mechanical energy then

electrical energy accounts for 41.34 percent of total exergy

destruction. Entropy is generated by the expansion of vapor from

high temperature and pressure to low temperature and pressure. The

magnitude of entropy generated depends on turbine isentropic
efficiency.

Heat rejection from steam to the atmosphere is responsible for

2.89 percent of the total exergy destruction. This is due to heat

transfer between steam and its ambient surroundings. Lowering the

condenser pressure can, of course, reduce temperature differences

between working fluid and the atmosphere so that entropy generated
in heat rejection can be reduced, but the technical and economical

feasibility of doing this should be considered together.

Friction losses account for 0.50 percent of the total exergy

destruction. Although it poses a small fraction of the total

exergy destruction, it should be noticed that this loss is much

bigger than the losses caused by the boiler feed pump turbine, flow
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mixing, and any of the heat exchangers in the system. The friction

losses may be reduced by installing smooth surface transportation

pipes and better insulation on pipes so that pressure and
temperature drops are reduced.

The loss caused by the boiler feed pump turbine is responsible

for 0.25 percent of the total exergy destruction. Mixing losses
account for 0.23 percent of the total exergy destruction. The

mixing losses may be reduced by selecting tWO streams with smaller

pressure and temperature difference for mixing purpose. The gland

steam condenser, drain cooler, deaerator and other heat exchangers

are collectively responsible for 0.96 percent of the total exergy

destruction. Theoretically, the irreversibility of heat exchangers

depends on two factors, heat transfer across the temperature

difference between the hot and cold streams and the pressure drop

caused by friction. Large heat exchangers may have a loW_r exe_
destruction rate because they have more heat transfer area and more
heat transfer.

CONCLUSION

A methodology is presented to calculate the exergy delivered
and the exergy destroyed by operation of a conventional steam

power plant. It is shown that combustion and heat transfer inside

the boiler and conversion of thermal energy to electricity are
responsible for most of the exergy destruction. Heat loss from the

condenser makes the next largest contribution. Flow with friction,

the boiler feed pump turbine and flow mixing manifest a very small
fraction of the total exergy destruction. Heat transfer across

temperature differences and frictional pressure drop involved with
the gland steam condenser, drain cooler, deaerator and heat

exchangers also reduce delivered exergy. The second law analysis

is a powerful tool of thermodynamic research for power plants and
other thermal systems.
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Table I. Enerq? and ExerqY Quantities

COMPONENTS

Boiler

Turbine/generator

BFPT

Condenser

GSC

DC

#I Heater

#2 Heater

ENERGY INPUT (MJ)

1.51270 E08

1.29420 E08

EXERGY INPUT (MJ)

8.58632 E07

5.38873 E07

2.71932 E06 776627

1.75705 E063.30799 E07

2.77810 E06

2.97503 E06

5.06362 E06

58312

64511

368189

6.42929 E06 557701

#3 Heater 9.83891 E06 1.34524 E06

#4 Heater 1.29291 E07 2.16142 E06

#5 Heater 1.53978 E07

#6 Heater 1.99722 E07

#7 Heater 2.31962 E07

2.69885 E06

4.13567 E06

5.59951 E06

r-
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Table 2. Effi¢ie_cies

COMPONENTS

Boiler

Turbine/generator

BFPT

Condenser

GSC

DC

#i Heater

#2 Heater

#3 Heater

#4 Heater

#5 Heater

#6 Heater

#7 Heater

Total Plant

n
!

85.6%

99.7%

100%

8.1%

100%

100%

100%

99.9%

100%

100%

100%

100%

100%

42.8%

rl

62.8%

54.4%

80.6%

2.4%

91.6%

93.0%

73.4%

91.6%

92.0%

95.8%

98.9%

98.0%

98.0%

37.8%
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SOME USEFUL INNOVATIONS WITH TRASYS AND SINDA-85

Ruth M. Amundsen

National Aeronautics and Space Administration

Langley Research Center

Hampton, VA 23681

SUMMARY

Several innovative methods have been used to allow more efficient and accurate thermal analysis

using SINDA-85 and TRASYS, including model integration and reduction, planetary surface calculations,

and model animation. Integration with other modeling and analysis codes allows an analyst to import a

geometry from a solid modeling or compUter=aided design (CAD) software package, rather than building

the geometry "by hand." This is more efficient as well as potentially more accurate. However, the use of

solid modeling software often generates large analytical models. The problem of reducing large models has

been elegantly solved using the response of the transient derivative to a forcing step function.

The thermal analysis of a lunar rover implemented two unusual features of the TRASYS/SINDA

system. A little-known TRASYS routine S_ calculates the solar heating of a rover on the lunar sur-

face for several different rover positions and orientations. This is used not only to determine the rover

temperatures, but also to automatically determine the power generated by the solar arrays. The animation

of transient thermal results is an effective tool, especially in a vivid case such as the 14=day progress of the

sun over the lunar rover. An animated color map on the solid model displays the progression of tempera=
tures.

INTRODUCTION

In many industries there has recently been a concerted movement toward "quality management"

and the issue of how to accomplish work more efficiently. Part of this effort is focused on concurrent

engineering: the idea of integrating the design and analysis processes so that they are not separate, sequen-
tial processes (often involving design rework due to analytical findings) but instead form an integrated sys-

tern with smooth transfers of information. Specific examples of concurrent engineering methods being

carried out at NASA Langley Research Center (LaR.C) are: integration of thermal, structural and optical

analyses to predict changes in optical performance based on thermal and structural effects; integration of

the CAD design process with thermal and structural analyses; and integration of thermal analysis with ani=

marion to show the thermal response of a system as an active color map - a highly effective visual indica=
tion of heat flow.

Electronic integration of design and analysis processes was achieved and refined during the devel=

opment of an optical bench for a laser-based aerospace experiment. One of the driving requirements for

any complex optical system is its alignment stability under all conditions. Accurate predictions of optical

bench or test bed deflections are necessary to calculate beam paths and determine optical performance.
Another requirement that is increasingly demanded of' any analysis process is to do it faster and better;

create a more streamlined process and include all known variables to produce the best possible predictions.

These goals can be accomplished by using an integrated process to accomplish design and all analyses.
This integrated analysis process has been built around software that was already in use by designers and

analysts at LagC. The PATRAN ® solid modeling / finite element package is central to this process, since

it was already in common use at LagC. Most of the integration and interface steps described here are also
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possiblewithotherpackages,althoughcertainofthetranslatorswere developedormodifiedforuse with

thesespecificsoRwaRe packages.

Modelingwithany solidgeometrypackage,suchasPATRAN, tendstoencouragetheuse oflarger

modelsthana thermalanalystwould tendtoproduce.Sincethegeometryismore accurate,ithas more

complexityand r_uiResfmernodalization.Also,themeshingcapabilityallowsquick,automaticgenera-

tionofmodelswithmorn nodesthanwould be generatedby hand. These largermodelsmust be reducedto

producetlmtyl:m6fmodel r_Ui_ fora spacc-tii_texperiment.One way thishas bccndoneatLaRC is

tocompare thederivativeoftlmtransientthermalresponsetoa forcingstepfunction,and correlatethisRe-

sponsowiththetransientresponseofa smallermodel.

Intheanalysisofa lunarrover,a subroutineinTRASYS calledSURFP was usedforthefirsttime

atLaRC. Thisroutinecalculatesthesolarand IR heatingfora spacecraRthatisstationaryon tlmplane-

tarysurface.By evaluatingheatingatseveraldifferentpositionson thelunarsurfaceovera lunarday,the

entirethermalenvironmentfora traversingrovercan be calculated.Also,thesolarfluxvalueswere used

tocalculatethepower levelsgeneratedby_therowr'ssolararrays,and thusdeterminewhat levelofcharge
thebatterywould achieve.

The p_ ofthermalanimation,which isa naturaloutgrowthofmodel integrationwiththesolid

modelingcodesthathavethisbuilt-incapability,isespeciallyeffectivefora situationsuchasthelunar

rover,where theangleofthesun tothevehicleisconstantlychanging.

The effortsofKellySmithand .fillMarlowe instructuralanalysis,StoveHughes and Ai Porterin

design,Maria Mitchum insoftwaredevelopment,and Greg Herman and Alan Littleinopticalanalysisare

gratcfuUy acknowledged.

ANALYSIS INTEGRATION

Tho heartoftheconcurrentengineeringprocessdescribedheroistheuseofa singleintegrated

model forthermaland structuralanalysisofa system.Thisallowsa savingsoftimeinthethermaland

structuralanalysiswork,sinceonlyonegeometricmodel must be doveloped.Itfacilitateselectronictrans-

ferofdatabetweenalltypesofanalysis,suchastransferofexactthermalgradientstobeusedinstructural

analysis.Finally,itproducesgreatermodel accuracysincethemodel can be directlyimportedfrom the

designsoRwam package.

InterfacesbetweenAnalysisand DesignSoRware

The designsoRware most oRen usedinthisprocessatLaRC isPro-Engineer*.A partiscom-

pletelydesigned in Pro-Engineer, which produces a thrccMimcnsional model of the part as well as all the

fabricationdrawings.A Pro-Engineersolidshadedmodel ofa complexassemblyisshown inFigureI.

Thisexampleassemblyisa laserrefeRencecavitywhich ismounted on an opticalbench.There am thr_

basicmethodsavailabletotranslatefromPro-EngineerCAD soRwam tothePATRAN solidmodeling

soRwam. Allthesemethodshavebccnusedtoproduceviablemodels.One istomesh thesolidgeometry

of the part in Pro=Engineer and translate that mesh to PATRAN. The disadvantages to this method are:

only the mesh is transferred, not the underlying solid geometry, so tim geometry and mesh cannot be

changed in PATRAN; and the mesh is limited to only tetrahedrai or triangular elements. The second

method is to transfer the part from Pro-Engineer to an IGES file, which is a standard graphics format, and

read this file into PATRAN using the CADPAT translator. This translates the phase I (underlying) geome-

try, but only in the form of surfaces and lines, not PATRAN's solid geometry elements called hyperpatches.

Thus the analyst must still define hyperpatches based on the geometry described by the translated surfaces.

This can be helpful as the analyst can choose to ignoRe details such as bolt holes in constructing the analyti=

cal model. The disadvantages to this method are the Rework in creating the solid form from the transferred
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surfaces(whichonlyapplieswhenthepartbeingtransferredisasolidratherthanplateelements),andthat
duringtranslationof anassemblyofparts,theorientationoftheindividualpartsis lostandtheassembly
mustbereconstructedfromthecomponents.Thethirdmethodis tobringthesolidgeometryfromPro-
EngineerdirectlyintoPATRAN.Thismethodisonlyviableforthenewerreleasesof bothPro-Engineer
(Version10or later)andPATRAN(3.0).Thesolidgeometrycanthenbeeitherdirectlymeshed,orused
to createhyperpatches.Anexamplecomponentof thelaserreferencecavityisshox_aasanIGESfile
(Figure2)andascompletedwithelements(Figure3). PartshavealsobeenbroughtintoPATRANfrom
ANVIL, but this brings across only the 2-D shape and position of parts.

Figure 1. Laser reference cavity as designed and portrayed in Pro-Engineer

Figure 2. Mount surfaces imported to PATRAN

from ProEngineer through IGES file

Figure 3. Mount part with solid
elements created in PATRAN
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Theintegrationof designandanalysishasseveralbenefits.In termsof streamliningtheprocess,
thereismuchlessworkto bedonebytheanalystsincethemajorityof thegeometryis importedautomati-
cally. Theentireprocessoftakingdimensionsfromadesigndra_Jngandmanuallybuildingupthegeome-
try iseliminated.Also, the analyst is automatically working wi_em0st curren_t"ver_sion_of the design.

Eliminating _e repeated step of ente_g-thedimensions lessens the probability of errors in the model.

Geometries that are difficult to model and would perhaps be approximated are automatically translated

exactly.

Interface between Thermal and Structural Analysis

The translators between structural and thermal anal)efcal models are already built into the

PATRAN system. The analysts can easily Use the same geometric model, perform analyses through their

separate software packages, and share the results electronically. There are a few techniques that make this

type of translation easier and more effective. The model can be built in PATRAN by either analyst, but
there must be communication between the analysts before the model is built, so that the final model will

have a structure and level of detail appropriate for both analyses. Oneunique aspect of the work described
herein is that the structural and thermal analysts determined together_7[-at m_ethod would be best for both

of them in modeling certain parts, before the model was developed. Arequirement on the thermal side that
must be maintained in the model in order for it to be useful for the thermal analyst, is that between every

pair of connected elements all comer nodes must be identical. Also, the best translation to a thermal model

is currently achieved by using solid elements rather than plate elements in most cases. Many of the connec-

tions between solids and plates and plates-to-plates, that are correct for structural analysis, do not work

correctly for thermal analysis. In order for each analyst to be able to easily create their own mesh, or use

the same mesh, the phase I geometry must meet the requirements of both analysts.

The only change that must be made to alter the model between use by the thermal and structural

analysts is a re-definition of the material properties, usually a five to ten minute task. The material identifi-

cation is maintained through the transfer; only the actual material properties need be input again.

Unfortunately the material properties are exclusive, so that each time the PATRAN model is transferred

between analysts, the material properties must be redefined. Normally, the transfer is done only once.

Improvements slated for PATRAN 3.0 will do away with this concern.

To perform the thermal analysis, the PATRAN model is translated to SINDA-85, a finite differ-

ence thermal analyzer, using the PATSIN translator 1. This SINDA-85 model is used to perform thermal

analysis, with some modifications such as adding power sources. The structural analysis can be performed
in P/FEA 2 (a software package that directly interfaces with PATRAN) or after translation to NASTRAN 3.

The analysts sometimes desire different levels of detail; thermal analysis commonly uses a lower level of
detail than structural analysis. In that case, an identical PATRAN phase I geometry of patches and hyper-

patches is still used; each analyst can create their own mesh. The calculated temperatures can be used to

impose accurate thermaii0ads on the structural model regardless of whether the meshing is the same, as

long as the phase I geometry is identical. This has been checked using two different meshings and element

numbering schemes on a model; the interpolated values were found to be correct.

One wayto use the nodes and conductors created by PATSIN is to separate them into files that are
called into the SINDA model using an INCLUDE statement. Thus the SINDA model can contain other

data such as heating arrays; if there is a change to the PATRAN model it will only affect the included files,

with the main SINDA model left unchanged. The output of PATSIN is often quite bulky, which would

make editing of the full SINDA model more difficult. Using included files limits the size of the SINDA
model file, and allows several different SINDA files to reference the same PATRAN model.

The thermal results, either from a steady state analysis or from time steps in a transient run, are

translated by SINPAT to produce element and nodal temperature files that can be read by PATRAN.

These files can be read directly into PATRAN, and the thermal results mapped onto the model geometry.
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Oneadvantageto theintegratedmethodisthecapabilityforviewingtemperaturesthataremappedback
ontothegeometryofthepart. Thisprovidesaconcretedisplaywhichcanbeusedfordemonstrationof
effects,or forde-buggingthemodel.Someexamplesoftheeffectivenessof thisdisplayareshownin
Figures4, 5,and6. In Figure4,thermalmappingonalaserreferencecavityisshown.Inthiscase,it was
desirableto haveadetailedmodelanddirecttransferof temperaturessincethestructuralanalysiswasre-
quiredtopredictdisplacementsdownto themicronlevel.InFigure5,thePATRANmodelwascreatedby
adesignerfor displayonly,andusedforthermalmappingto visuallyverifythepositionof theroverwith
respecttothesun. In Figure6, acryocoolersupportbracketanditsmountingschemetoacoldbusispor-
trayed.In thiscase,theinternalheatingof thecryocooleriscriticallydependentonthegeometryofthe
mountingsystem,sotheexactpartgeometrywasimportedfromPro-Engineerandusedto performboththe
thermalandstructuralanalyses.

Tousethenodaltemperaturesasactualthermalloadsratherthanonlyfor display,thefilesmust
berunthroughaprogramcalledREADERthattranslatesthefilestobinaryformat.Theresultscanbe
interpolatedontothestructuralmodelusingabuilt-inutilityofPATRAN(TEMP,ADD/INT)4. Thether-
malresults,importedintothePATRANmodel,canbeusedin thestructuralanalysissoftwareto calculate
thermallydrivenstressesanddeflectionsbasedonthepredictedtemperaturedistribution.Thesethermal
stressescanbesummedwithanyload-drivenstresses,to produceatotalreactionof thesystemtothe
environmentalconstraints.

ExportingThermalResultsto OpticalAnalysis

Most optical models start with the assumption that the system is aligned and at rest. The optical

analyst inputs surfaces, sources and objects at their designed location, and determines the performance of

the system. The optical code currently used by many analysts at LaRC is CODE-V ®. During actual op-

eration of the optical system, there will often be factors that cause distortions to the aligned system. In the

case of an optical bench with optical components mounted on it, there can be thermal gradients across the
bench that will cause minute warping of the bench and result in significant distortion of the optical system

from its baseline aligned performance. There can also be structural loads imposed which cause deflections,
and both the thermal and mechanical loading environments can be changing with time. There is an existing

translator that will look at the deformation of a single optical element such as a lens in NASTRAN, and

translate the appropriate information to CODE-V to determine the distorted lens performance. However,

for the optical bench structure, a method was needed to look at changes in the overall performance based on

distortions of the entire bench, not only a single element.

To accomplish this, an output file of nodal deflections is generated by the structural analysis soil-

ware, with six values for each optical surface (rotations and translations in each of three axes). The

deflections can be due to thermal, structural or any combination of loading conditions. A relational file is

developed for that model that relates the nodes in the PATRAN model to the optical surfaces in the CODE-
V model. Translation so,rare (PATCODV) was developed at LaRC to read the structural analysis

deflection file, the relational file, and a copy of the undeflected CODE-V model. It produces a new

CODE-V model that has new positions and angles for the optical elements based on summing the predicted

deflections and the original positions of the elements. CODE-V can then be run on the new model, and

optical performance based on the distorted system is predicted. For any optical system there is usually only
one PATRAN model, but there can be a separate CODE-V model for each optical path. The translation

must be run for each optical path for which deflection analysis is desired. The translation can be run for a

series of time steps, using deflection results files for each time step, to predict the performance of the sys-
tem as a function of time. Figure 7 demonstrates the steps of this process pictorially by showing: (a) a map

of the thermally driven distortions from this distribution; (b) a map of distortions due to structural loading;

and (c) and a map of the combined distortions. Development of a user's manual for this translation soft-

ware is currently underway at LaRC.
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Figure 4. Laser Reference Cavity Thermal Mapping

25.

25.

25.

25.

25,1175

25. 050

25,025

25,

(c)

SOLAR

159,

148,

13G.

125,

I13,

ID2. __

79.3

57,9

BATTERY CASE

Figure 5. Lunar Rover Thermal Mapping

PR6C_zOI'NG PAGE _LAI'_IK PIOT FILMED 175



- _ _ _ .... _l _Ir ___ _i _!_i_ _ _!_!_!_!_i!__i _!i_ i

F_



ACTIVE CRYOCOOLER

GENERATOR

41.5_

40.2

3e.9

31.2

COLD BUS

Figure 6. Cryocooler Mounting Bracket Thermal Mapping

Figure 7.

7.52-B1[

7.3;-06 !
2.1 I-fill

I,ql [IU !

I,/'U- O5

l+r,, 117-{17

;,u3+ur

7. UU-07

0

-I t9-ll6

-7 f.a - rl_,

-3 _,? - flt_

-4 46-t1_ =

-_ 21-U6

-7. 14+OG

- fl, fl3-fl_p

- II, _7-ul;

-q,Hl-UK

Optical bench deflections: (a) thermally-driven, (b) load-driven, and (c) total

PIt_C&OtNG PAGE BLANK NOT FILMED

177





THERMAL CORRELATION USING TRANSIENT

The large thermal models that are developed by using a solid modeling code can be intimidating in

size, and can also be unwieldy to correlate with test results. Another disadvantage to the size has to do

with the standard procedure for thermal analysis of a space-flight instrument. Normally, a reduced (10 to

12 node) thermal model of an instrument would be delivered to the flight carrier, so that an integrated

spaceera_ model can be run using all the instrument reduced models. The models developed from

PATRAN arc too large to be delivered, and they cannot be easily reduced to the required size since they

were not developed from hand calculations. The method used here for this model reduction is evaluation of

the transient derivative behavior. Key nodes in the model, which arc appropriate to be lumped-mass nodes

of a reduced model, are selected. The response of those nodes to a forcing step function at an active

boundary is evaluated. The best response to evaluate is the derivative of the transient response. In other

words, instead of plotting the temperature change of a node, one plots the temperature change per unit time.

This leads to a much clearer demonstration of the behavior of the model. The transient derivative response

is also useful in correlating models to test _data.

Two examples of this method are shown. First, the thermal response of a laser reference cavity

that is insulated from the environment is shown in Figure 8. Thermal test data and the predicted data from

a large model arc plotted; in both cases the same boundary temperature was ramped. It is difficult, from

this plot, to evaluate the changes that must be made to the model to correlate it with the test data. In Figure

9, however, the derivative of the transient response is shown. From this plot it is possible to evaluate the

exact difference in time and magnitude shown by the transient behavior. The response time of the model

lags the test by about 20 minutes (indicating thermal masses that are somewhat too high), and also predicts

too low a magnitude for the maximum transient derivative (indicating that the conductances should be

increased slightly).
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The second example uses a model of a similar laser cavity placed on an optical bench within a

spacecraR. The entire model contained about 3000 nodes. In order to perform an analysis of the noise

frequencies of the cavity and their dependence on the orbital period, it was desired to reduce the model to

five nodes while still accurately representing the cavity behavior. Nodes were chosen to represent the

spacecraft, mounting plate, optical bench, cavity mount, and cavity. The spacecraft temperature was used

as the forcing step function. The transient derivative was plotted for the full model, and for an approximate

guess of the reduced model. By evaluating the differences, the reduced model predictions were brought into

agreement with the full model predictions, as shown in Figure I0. The behavior of the cavity in the five

node model could then be described with a single equation.
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LUNAR SURFACE RADIATION CALCULATIONS

A thermalmodel was developedfora lunarroverthatwas designedtobe mobileon thesurfaceof

themoon. SolarfluxradiationcalculationsinTRASYS had notbccnpreviouslyperformedfora space-

craRon thesurfaceofa planet(atleastatLaRC). A subroutineinTRASYS calledSUR_P isavailable

forthistypeofcalculation5. InSURFP theuserdefinestheplanet,thepositionon theplanetsurface,the

timeofyear,and any atmosphericextinction.Table 1shows theactualcodeusedintheoperationsdata
block,aftercalculationoftheradiationconductors.

C

STEP 10000

TIMEPR = DAWN

desired

L DICAL

L AQCAL

...stepthrueachorbitposition...
STEP I0011

TIMEPR = DUSK+I2

L DICAL

L AQCAL

L QOCAL

Table 1. TRASYS Subroutine SURFP Implementation

ORBXTAL DEFINITION USING ROVER ON SURFACE OF PLANET

CALL SURFP (_M00',45.,0.,0.) $ Define position

CALL DICOMP (0,1ZERO,IZERO)

CALL AQDATA('ZERO','',I.,I.,I.,'') $ Defineformatforprintout
AQPRNT--'Y'ES'

CALL QODATA(0,100,_F_,S','',929.,3.1546E-4,I.,'BOTH','

$ Start orbit

$ Define each orbit step

$ Print flux tables
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A quirk to this subroutine is that only direct solar fluxes to the spacecraft surfaces are automati-

cally computed. To compute infrared (IR) and planetary albedo fluxes, a ground plane with sufficient size

and appropriate properties must be constructed to simulate the planet surface. The nodalization of this

ground plane surface should be carefully evaluated to ensure it is not distorting the results.

The lunar rover model, plotted in TRAVIEW s, is shown in Figure 1I. The solar fluxes calculated

by TRASYS were spot-checkedwithhand calculationstoensurethatthesubroutinewas beingoperated

corrc_'tly.The computed heatfluxesasa functionoftimeovera lunarday cyclewere usedtocalculatethe

temperaturesoftheroverovertime.The temperaturevariationoverpartsoftheroverduringa lunarday is

shown inFigure12. The radiationcalculationswereperformedforseveraldifferentroverorientationsand

positionson thelunarsurface.

Figure 11. TRASYS Model of Lunar Rover
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SOLAR ARRAY POWER CALCULATIONS

The solar flux arrays generated by TRASYS were used for more than temperature calculations in

SINDA. A key concern inthe rover design_ correct sizingof the solar _ys _d batteries. Before the

thermal model was devei0ped, p0wer output of the solar arrays was _ted roughly using a Constant

temperature for the array material, and approximations for solar flux on the rover geometry. With the

combined TRASYS / SINDA model, the solar array power calculation could be done exactly. The solar

heating array from TRASYS is included in the SINDA logic block 7. Instantaneous incident power is cal-

culated at each time step by interpolating the absorbed solar heating for each surface, multiplying bythe

area fi'action that is effective solar array material, and dividing bythe abSb_tivityl _-ie photoelectric effi-

ciency of the material is calculated in SINDA, based on the equation given by the material supplier for

efficiency versus temperature, and using the current array temperature calculated by SINDA. The incident

power times the efficiency of the array material then gives the total instantaneous power generated by the

solar array. Since there were several arrays on the rover, it was necessary to calculate the temperature and

power generation of each, and sum them.: An example plot of the instantaneous array power generated is

shown in Figure 13. The code used to perform the calculations is shown in Table 2.
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Solar Array Power Generation over Lunar Day for 75 degree Latitude

Table 2. Solar Array Power Calculations in SINDA Logic
HEADER ARRAY DATA, ROVER

C TEMPERATURE DEPENDENCE OF SOLAR ARRAY POWER GENERATION

C INDEGREES C AND % (FRACTION)EFFICIENCY
200 =,28, 0.18, 120., 0.143

HEADER OPERATIONS DATA

BUILD LUNAR, ROVER
c

C OUTPUT FILEFOR SOLAR PANEL POWER GENERATION

F OPEN (UNIT=27, STATUS--'UNKNOWN',FILE_.../rover/solar.pl', RECL=400)
C PRINTPOWER LABELS TO PLOT FILE

WRITE (27,22)TIME, BOI W','401W',...,2501W',TOT W',%'11RAD',_UM. W/R'
FORMAT(I 5(A8,IH,),A9)22

C

WTEST = 0. $ Zero out total power numbers

...solution execution

WRITE (27,78) W'I'EST $ Write total generated power at end of file

78 FORMAT (q'OTAL POWER AVAILABLE IS ',F 10.1,' WATT-I-HLSD
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Table2. SolarArray Power Calculations (con't)

HEADER OUTPUT CALLS_OVER
C

C

C

C

C

C

25

C

CALCULATEPOWERGENERATIONIN"SOLARARRAYS

Qgea =Qin * 80%area/alpha O ia _eady in W
Qreal= O.gen* %EFFICIENCY

XK301 =Q301 * 0.80/0.88
CALLD1DIWM (T301, A200, I., ETEST)
XK30[ = XIC301* ETEST

$ Powerunderperfect conditions
$ Performancefactor(-%/C)
$ Actualpower generated

XK401 = Q401 * 0.80 / 0.88
CALL DIDIWM (T401, A200, I., ETEST)
XK40I =XK401 * ETEST

$ Repeatfor eacharray

CALCLR.ATETOTAL POWE_ AVAILABLE

ATEST = XK301+ XK401+ XK501+ XI<2301+XI<2401+XK2501

WTEST =OUTPUT * ATEST+ WTEST $Total watt hours

PRINT POWERS TOFILE

WR/TE(27_5) TIMEN, XK301, XK401..... XK2501, ATEST, BTEST, WTEST
FORMAT (15(Fg.2,1H,),2(FI4.3,1H,),3(F9.3,1H,))

The power generation over time can be used to determine total energy available as well as charge

of the on-board battery. The total energy available was calculated for different positions and orientations

of the rover, to determine the effectiveness of the rover at different lunar positions. This information was

used in planning nominal traverses for the rover.

THERMAL ANIMATION

Structural analysts commonly use animation in their presentation of results. Animation of mode

shapes or predicted deflection patterns is a vivid method of capturing and conveying all the necessary in=

formation. This is done less often with thermal analysis, with the result that many viewers have a less con=

crete idea of the physical progression of temperatures or heat flows. A visual animation of the thermal

map, in color, gives an effective representation of the physical transfer of heat.
Animation of transient thermal results, in combination with an integrated structural-thermal model,

is a useful tool that has been utilized through PATRAN and its connection vdth SINDA. The temperatures

of a part are mapped onto the geometry using a color scale. Color maps are generated for several sequen=

tial time steps, and the mappings are viewed in a sequence that is run repeatedly on the screen. The pro=

gression of temperatures along the part as a function of time is observed as an animated color thermal map.

This function is valuable when evaluating the driving force behind a given reaction, and can also give an

audience a much clearer understanding of the processes involved in a complex reaction. Cases can be

recorded on video tape and used to demonstrate results to a larger audience. This function is also quite

valuable to the analyst, as it provides a method for debugging the model and perhaps finding errors that

would be time=consuming and tedious to find in any other way.

The specific method for performing this animation is to run SINDA with thermal output at all de=

sired time steps. A virtual temperature (VTE) file must still exist from the PATSIN translation for the

SINPAT translator to use in calculating nodal temperatures from element temperatures. Once SINPAT has

created the nodal results files, the easiest way to set up an animation is to set up a PATRAN session file
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that reads in all the frames. This avoids manual keying of three input lines per frame. The session file sets

up the number of frames and the spectrum to be used. For each data frame, RUN, CONTOUR and RUN,

HIDE commands are performed. The last line for the last frame must be typed in manually. AP_r the last

line is entered, the animation will begin running on the screen. The animation characteristics may be

altered in real time using the animation menu. On 3-D workstations the part can be rotatedon the screen
during animation, so that thermal progressions on all sides of the part may be viewed.

.... _ CONCLUSIONS

The innovations that have been used here are useful to reduce modeling time and produce more

accurate results. Model integration using a solid modeling package allows direct transfer of information

between not only analysts, but designers as well. The technique of using the transient derivative for model

reduction and correlation is beneficial in reducing the large solid=model-derived thermal analysis models,

and in many other areas such as correlatibn to test data. The logic used in SINDA and TRASYS, while not

unique, is a good example of the wide variety of output that results from the flexibility of incorporating

user logic. Finally, the animation of thermal analysis results is a valuable tool for the analyst, and for
aiding understanding when results are presented to a wider audience.
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SUMMARY

This paper contains the theory, algorithms, and test data correlation analysis of a math model
developed to predict performance of the Space Station Freedom Vacuum Exhaust System. The
theory used to predict the flow characteristics of viscous, transition and molecular flow is
presented in detail. Development of user subroutines which predict the flow characteristics in
conjunctionwiththeSIN A'85NLUINT analysis software are discussed.The resistance-

capacitancenetwork approachwithapplicationtovacuum system analysis,isdemonstratedand
results from the model are correlatedwith test data.

The model was developed to predict the performance of the Space Station Freedom
Vacuum Exhaust System. However, theuniqueuse oftheusersubroutinesdcvelopcdinthis
model and written into the SINDA'85/FLUINT thermal analysis model provides a powerful tool
that can be used to predict the transient performance of vacuum systems and gas flow in tubes of
virtually any geometry. This can be accomplished using a resistance-capacitance (R-C) method
very similar to the methods used to perform thermal analyses.
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NOMENCLATURE

cross-sectional area of tube in square centimeters
diameter of tube (I.D.) in centimeters
conductance in Liters per second
lengthof tubeincentimcters
molecularweightinkilogramspermole

upstream pressureinton"

downstream pressureintort

vacuum pressureintort

throughputinton'-literspersecond
temperatureinKelvin
frictionfactor

accelerationdue togravity
radiusof tube in ccntiInctcrs

specificheat ratio

density

viscosityinpoises
radius of tube in cm

molecular regime
transitional regime
viscous regime
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INTRODUCTION

The model presented in this text was developed to pmdia the characteristics of gases as
they flow through robes or other system components. The model is capable of pre_iicting the
pressure and throughput of gases in the viscous, transition, and molecular flow regimes. In
addition, the model is capable of incorporating a characteristic pump curve as a boundary
condition. The model was developed to predict the performance of the Space Station Freedom
Vacuum Exhaust System. However, the unique use of the user subroutines developed in this
model and written into the SINDA'85/FLUINT thermal analysis model provide a powerful tool
that can be used to predict the transient performance of vacuum systems and gas flow in tubes of
"vimmlly any geometry

THEORY

As a gas flows through a tube or system component a pressure drop is experienced. The
flow regime that occurs in a tube depends on the size of the tube, temperature of the gas, pressure
in the pipe, and the type of gas. From Reference 1, molecular flow prevails at low gas densities
where the mean free path or the average distance a molecule travels between successive
intermolecular collisions is large compared to the tube cross section. As the mean free path
shortens for higher pressure conditions, intermolecular collisions will predominate rather than
collisions with the wails of the tube. Such a high density gas flow is called viscous or continuum
flow. In this flow regime the velocity profile is nearly parabolic. The mathematical relationships
used to describe viscous flow depend on whether it is laminar, turbulent, incompressible,
compressible, or critical. A complex transition region exists between the molecular and viscous
regimes. Transition flow occurs when the molecular mean free path is about equal to the
dimensions of the pipe. At this point, the flow is partially viscous and partially molecular in
character.

In space related vacuum systems, a vessel usuaUy at or above atmospheric pressure, will
be allowed to vent through a series of manifolds, pipes and non-propulsive vents to the vacuum of
space. The flow will therefore start out in the viscous flow regime and progress through the
tran_tion regime to the molecular regime. In the test case discussed later in this paper, a pump was
used to evacuate a chamber from 760 Ton. down to lxl0 -4 Ton.. The following sections will
discussthetheoryand equationsused tocharacterizetheviscous,transition,and molecularflow

reg_nesinthisexercise.Inaddition,theR-C network approachused tomodel the flow willbe
discussed.

IntheR-C network approach,thefluidflow isdividedintodiscretesectionscallednodes.

As gas passesthroughthesectionofpipeconnectingthenode centers,a resistancetotheflow

exists, so that between the points a pressure difference is seen. In fact, no net flow will take place
fftlm presst_, difference does not exist. By an analogy with an electrical circuit, we define a
conauctance _tween the two points such that the flow rate through the system is the product of
the conductance and the pressure difference, i.e.,

Where;
Q=(PI-P2)G (2.1)

PI =

P2ffi
Gffi

Q ffiMass flowrateorthroughputfrom node 1 tonode 2 CTon.-
liters/sec)

Pressureatthecenterofnode 1(Ton')
Pressureatthe centerofnode 2 (Tort)
Conductance from the center of node I to the center
2 0ite_sec)

of node



Assuming no leaking or accumulation of gas in the system, Q will remain constant for any given
time at node 1 and node 2 in the system. The R-C network analogy applied to fluid problems will
allow use of the thermal analysis code SINDA'85/FLLENT to solve for transient pressures and
throughputs at discrete points which represent the vacuum system. The FWDBK solution routine
which applies the "Crank-Nicholson" implicit forward/bac_ard differencing method to the R-C
network will be used to perform the required calculations. For further details on the "Crank-
Nicholson" method the reader is directed to References 3 & 4.

Since the method developed here applies to a specific type of vacuum system and many
characteristics of the flow are known, a number of simplifying assumptions can be made.

1) The flow is isothermal. Past experience in the design and testing of vacuum systems has
shown that in piping practice the isothermal assumption is a valid assumption.

2) The gas behaves as an ideal gas. The gas in this case is air which is assumed to be an
ideal gas. However, any other ideal gas could be modeled using the methods presented
in this paper.

3) Steady Flow. There is rio accumulation of gas in the system.
4) The friction factor is constant along the pipe. The piping used in this case was stainless

steel In most vacuum systems, the piping material will be high grade to prevent
outgassing. This usually translates into a uniform friction factor.

5) The flow is compressible in the viscous regime (Mach number of greater than 0.3).
6) The flow is fully developed. The velocity profile is the same at any position along the

tube length.

The equations illustrated in this paper were developed using these assumptions.
The viscous flow regime is defined as the state in which the main form of energy and

momentum transfer of the gas molecules is due to intennolecular collisions. This state occurs for
highdensitygaseswhere themean freepath ofthegas moleculesissmallcompared tothe physical
dimensions of the tube walls. When molecules of the gas collide with each other they do not lose
momentum. Only when theycollidewiththewallofthetubedo theyreducetheirmomentum.

Therefore, the throughput Q, is expected to be highest in the viscous flow regime. Since the Space
StationFreedom Vacuum Exhaustsystemisdesignedso thatchoking willoccurattheexit(i.e.the

non-propulsiveventvalve),thecompressibilityeffectsof thegas willdominate theflowequations
(seeassumption 5 ).

The maximum velocityofacompress_Ic fluidina pipeislimitedby thevelocityatwhich a
pressurewave may be propagatedthroughthe fluidmedium. This velocityisthespeed ofsound
inthefluid.Iftheflowischoked,themass throughputno longerdepends own thedownstream

pressure.Choked areasintheventsystemwillbc identifiedby a comparison ofthedownstream
and upstream pressureratio(Pc). From Reference5,theequationused todeterminePC isgivcn

by;

(2.2)

Locationsinthe ventsystemwhere theratioof thedownstream node pressureand theupstream
node pressureisgreaterthanPC areconsideredunchoked. From Reference5,compressiblepipe

flowequationsused todetermineconductance(G) and throughput(Q) forunchoked locationsin
thesystemaregivenby ;

Gunchoked ----
p gA 2 T_

fL+2 Px/I
D _P.,]J

(2.3)
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Qu_ho_ --"Guncaoked(Pl - P:O (2.4)

Locations in the vent system where the upstream and downstream node pressure are less
than PC are considered choked. Again from Reference 5, the conductance and throughput
between two nodes in chocked flow is given by

Gchoked = C'd A Y_-'P" (p1.p.) (2.5)

Q_ok_ - Gctoked(Pl-P2) (2.6)

The Space StationFreedom Vacuum ExhaustSystem isdeigned tochoke onlyatthenon-
propulsivevent(theexit)howeveT,,thismethod willallowtheusertopredictwhere choking may
occur.

The trans/tionalflow regimeischaractedzcdby both viscousand moleculm"flow
properties. Transition flow occuzs over a range of two or three decades of pressure where the
molecule-to-wallcollisionpatmm decreasesand givesway totheintermolccul_arcollision

conditionswhich characterizeviscousorcontinuum flow. Flow inthetransitionregimeisnotwell
understoodbut a g_at dealofexperimentalwork has bccn done toinvestigatetheregion(see
References6,7 & 8).An empiricalexpressiongivenby Reference Idescribesthetransitionflow
regimeadequ lyas;

l1 +
Qmm - Qvisc + / , /" Q=oi

_l + 1.11(_/

(2.7)

where Qvt_ and Qmol arc defined as,

(2.8)

Qm°'=( [ 8r7._r)])'ll'43r2(_'(Pl'P2)3L1+(3 1

(2.9)

and the conductance equation is as follows,

(2.10)
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Transition pressure is the pressure at which the flow departs significantly from the parabolic
velocity profile that characterizes viscous flow. From Reference 2 the transitional pressure (Pt) is

from;

Where;
Pt

Tl
T
D
M

Pt= 95-7(T/M)I/'2(rl/D)

= Transitionprcssure.(Torr)

= ViscosityoftheGas (Poissions)

= Temperatureofthegas(°K)
= Diameterofthepipe(cm)

= MolecularWeight (Kg/Kmole)

From Reference 2 the lower limit of the transition range is given by;

Where;
: PI=0.114 Pt (2.1I)

PI = Lower pressure limit of the transition regime (Ton')
Pt - Transition pressure (Ton').

Thisisthepressurewhere theflow goesfrom transitiontomolecularflow. The upper limitofthe
transitionflow regimeisgivenby;

Pu---9.91 Pt (2.12)

Where;
Pu= Upper pressurelimitof thetransitionregime (Ton')

Pt = Transitionpressure(Ton').

Thisisthepressurewhere the flowchanges from viscoustotransitionflow.
Using theseequations,we can determinewhen theflow isintheviscous,transition,ormolecular

flowregimesbased on thepressure.With thisinformation,we can calculateconductanceand
throughputwiththecorrectformulation.

Mole,culargasflow isdcfmcd by thestateatwhich themean freepathofthegas molcculcs

isverylargecomparexitothedimensionalparameuersofthetube.Gas moleculesmove inrandom
straightlinesimpingingon thetubewallswhere atimpact themoleculeisstoppedand randornly

remitw,,d.Any moleculethatstrikesthetubewalllosesdireaionalmomentum becauseequal
probabilityexistsforittoproceedupstreamordownstream afterimpact.The probabilityofthe

moleculetravelinginany directiondepends mainlyon a solidangledefinedby thelengthofthe
tube fl) and the tube radius (r). According to Reference 1, the probability of a molecule passing
throughthetubewithoutstrikingthetubewallisafunctionoftheratioI/rwhich definesan

attenuation factor applicable to the directional energy incident of the tube. Reference 6 has shown
that the attenuation factor equals (8/3)x(rtl) for long tubes of circular cross section. From
Reference 1, the throughput is given by;
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andtheconductanceequationis as follows;

= (Pt - p:) (2.14)

During a point in the transient depressmizadon process, the outgassing and leakage effects in the
system will tend to dominate the throughput results in the molecular flow regime. This will cause
the analytical n_ults to trend toward a aeady-stam solution.

DETAILS OF THE SINDA'85/FLUINT MODEL

The SINDA'85/FLUINT model was developed to provide the analysts a tool to predict the
performance of vacuum systems ".man accurate and efficient manor. By applying the methods
described in the theory section of this paper, the analysts can quickly evaluate proposed vacuum
system designs and provide transient data to support any conclusions. The SINDA'85/FLUINT
solverisa widelyused codethatwas developedundergovc-_nt- contractwiththeNational

Aeronautics and Sp_¢.,cAdmires'tration(NASA) and isavailablethroughtheComputer Software
Management and Information Center (COSMIC) Jocated at the University of Georgia, for a
nominal fee. The model has the flexibility of predicting characteristics of flow through the
viscous, transition, and molecular flow regimes. The model can simula_ a blowdown to the space
environment or a pumpdown using any pump for which an accurate pump curve exists.The flow
blockdiagrams Shown inFigures one throughfourillustratethelogicused intheoverallmodel
and the major subroutines.

The model requires input from the analysts in several sections. The following paragraphs
will identify specific parts of the SINDA'85/FLU£NT model that require user input along with
specific examples from the test model. The explanations will assume that the reader has some prior
knowledge of the SINDA'85/FLUINT solver.

The fast step to building any model is to divide the system to be modeled into discreet
nodal segments connected by conductors. Figure 5 illustrates how the test setup was nodalized.
The sizeof the nodes isdependenton thegeometry and thelocationswhere pressureand
throughput data is required. For example, if a test set is to be analyzed, the analysts will want a
node center at each location where pressure readings ate to be made. In addition, points where
diameter changes exists ate candidates for node divisions. R should be noted, that mntime on the
computer is proportional to the nttm_r of nodes present. In our test case, with smooth stainless
steal piping, it was found that a course nodalization produced the same results as a t-me
nodalization.

As withallSINDA'85/FLUINT models,thisisthesectionwhere thenodalizationis

defined.The followingistheHeader Node Data sectionfrom thetestcasemodel;

HEAEER NODE DATA, VAC
C ********************************************************************

C

I, 760.0, 250000.0 $ Tank
GI_ 2, 5, 1, 750.0, -i.0 $ Line

-9999, 760.0, -I.0 $ Space

Of cotttse, the normal SINDA'85/FLUINT designations for boundary nodes and arithmetic nodes
is used. However, instead of an initial temperaturein the second field, insert the inidal pressure
guess in Ton" (example 760.0 Ton"). In field 3, in place of the normal mass entry, insert the
volume of the node segment in milliliters (example 250000.0 ml). In the test case all the volume
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was lumped into the umk node, and the line nodes were modeled as arithmetic nodes. (See
Reference 4 for further definition of an arithmetic node and the Header Node Data section.)

Again, as with all SINDA'85/FLUINT models, this is the section where the conductor
designations are made. The following is the Conduaor Data section from the test case
mode_

HEADER _R DATA, VAC
C ********************************************************************

C

C Main Vent Line

i, 5, I, i, I, 2, 1, 1.0 $ Vent Line Conductors

6, 6, 9999, 1.0 $ G B/t Vent Valve And Space

Since the actual conductor value, sam calculated by the user subroutines developed in this exercise,
this section serves mainly to gene/ate and designate the conductors between the nodes defined in
the Header Node Data section. Again, the normal rules for developing SINDA'85/FLUINT models
is followed in this section. (See Reference 4 for further detail_ concerning SINDA'85/FLUINT
models,)

The Header Control Data section of any SINDA'g5/FLUINT model is the section where
convergence is controlled.Therefore,thisisa veryimportantsectionof the model, especially

sincethepressuredifferencesinthemolecularregioncan be as smallas Ixl0-6 Ton'. Therefore,
thetolerancesmust be verytightortlmntuncricalsolutionwillconvergetoquicklyyielding

incorrect results. On the other hand, ff the tolerances am set to tight, the solution will require
several loops and a large mount of computer time to converge. The control data section of the test
ease model is as follows;

C

C
C Time in Minutes

= I.E-6

DRLXCA = I.E-6
TIMEO = 0.0
TIMEND = 200.0

OUTPtFP = 0.01667
NLOOPT = 500

UID = SI
PATHOS = 0.00

ABSZRO = 0.0

As with all SINDA'85/FLUINT models, AR_C_.A defines the relaxation criteria for the arithmetic
nodes defined in the Header Node Data section. In the same way, DRt,XCA defines the relaxation
criteria for ttm diffusion nodes defined in the Header Node Data. It should be noted that ARLXCA

and DRr.xc.A am set equal to lxl0 -6 Ton'. Since the test ease yielded tank pressures of lxl0 -4
Ton., two orders of magnitude lower than the lowest expected pressure is a good first guess. It is
not uncommon for it to requite 50 to 100 loops for tim solution to converge. Therefore, Nr.Z_PT
should be set to 200 to 500 loops. In addition, ABSZRO is used in thermal models to tell SI2qDA
thatthemodel requires theabsolutetemperature scale.Sincewe areworking inan absolute
pressurescaleand thepressuresshouldneverbe lessthanzero,ABSZRO shouldbe setto0.00.
UZD, PATMOS, TI_ZO, and TDnmD havethesame meaning asinany otherSINDA'85/FLUINT

model. (SeeReference4 forfurtherdetailsconcerningSINDA'85/FLUINT models.)
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The HEJ_ER USER DAT_ Sbn section of the model is used to initialize the flow through

each node so that the model does not fail on the firs_ loop when the flow is just getting startS. The
flow should be initialized at a very low value but some value greater than zero. From the test case

Header User Data section is as follows;

Header User Data, VAC
C ********************************************************************

C

C Initialize Nodal Throughput Values
1 = 0.0001

2 m 0.0001
3 m 0.0001
4 = 0.0001

5 = 0.0001
6 -- 0.0001

C

Note thateach node excepttheboundary node must be initialized.
The Header VariablesIsectionoftheVacuum System AnalysisModel isthemost

importanL In this section, outgassing rates are defined, the vent subroutines are called, the pump
subroutineiscalled,and thetimestepsubroutineiscalled. A detailedexplanationofeach of these
subroutinesisincludedinthispaper.The VariablesIsectionofthetestcaseis_ follows;

C ********************************************************************

Header Variables1, VAC
C ********************************************************************

C

C Outgassing Rates For Tubes, Pumps, Flexlines
Q1 = 2.358E-1

Q2 = 7.688E-1

Q3 = 7.688E-1
Q4 --1.24E-1
Q5 = 2.00E-2

Q6 = 2.00E-2
C

C CALL STATEMENT FOR SUBROUTINE - VENT(G, TI, TJ, MDOT, DIA, L)
C DETERMINES IF THE FLOW IS IN THE TRANSITION PRESSURE RANGE AND C

CALCULATES A CONDUCTANCE (G), AND MDOT.
C

C G - CONDUCTANCE (mL/MIN)

C TI - DO_qSTREAM PRESSURE (TOP/R)
C TJ - UPSTREAM PRESSURE (TORR)
C MDOT - MASS FLOWRATE (KG/MIN)
C DIA - DIAMETER (CM)

c L - LENGTH (CM)
C

M CALL _(T9999, TIMEN, UP'fMEU)
M CALL VENT(G1, TI, T2, XKI, 3.81,327.66,ITEST)

M CALL VENT(G2, T2, T3, XK2, 9.76,523.875 ,ITEST)
M CALL VENT(G3, T3, T4, XK3, 9 .76,1047 .75, ITEST)

M CALL VENT(G4, T4, T5, XK4, 9.76,287.6 ,ITEST)
M CALL VENT(G5, TS, T6, XK5, 9.76,77.3,ITEST)

M CALL VENT(G6, T6, T9999, XK6, 3.81, 50.,ITEST)
M CALL TIMESTE_(TI, 4.76, DTIMEH, OUTPUT)
C
F ITEST . ITEST + 1

C
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Outgassing is defined as the release of gases or vapor absorbed by a material. Outgassing
rates are a characteristic of the piping material. In the test case the material was stainless sw.al with

outgas,sin_ rate of lx10-9 Torr-liters/scc.cm 2. Therefore, to calculate the outgassing rate for a
stogie noue me sunace area represented by the node is multiplied by the outgassing rate of the pipe
material

The fast subroutine called is the sin, urn, subroutine which is used in the test case to
determine the pressure of the pump based on the pump curve. The user must make sure that the

node representing the pump (in this case 9999) is included with a preceding T as the first entry in
the_ call stamment.

Each conductor defined in the Header Conduaor Data section must have a c0rresponding
call statement as follows;

M CALL VENT(Gn, Tnl, Tn2, XKnl, D,L ,ITEST)

Vc%cm;

Ca_l = Number designationoftheconductortobe calculated

Tnl : Node number of thefirstnode intheconductor

Tn2 = Node number ofthesecondnode intheconductor

x_1 . Designationforthethroughputatthefirstnode inthe
conductor

D ,,Diame/_ ofthepipebexwccn thenode centers(cm)

r. = Distancebetweenthenode cemtem (cm)

ITF,.._r=Dummy variablethatflagsthefirsttimestep.

dif5 In.ordertoaidinconvergenceand reducetherequiredcomputationtime,thetimestepis
erentforeach now regime. The tirncstepshouldbe smallestintheviscousflowregime,larger

inthetransitionregimeand largestinthemolecularflow regime. In ordertoinsurethatthebest

timestepischosen forthesolution,theusershouldchoose thenode most distantfrom thespace
node orpump boundary tobasethetimestepcalctflation.Inthecallstatement;

M CALL TIMESTEP(TI, 4.76, UPIMEH, OUTPUT)

The user must enter the number of the node on which the time step is to be based precede_ by a

_r" (T1 in this case) and the diameter of the tank or pipe that the node represents (4.76cm in this
case) in centimeters.

The Header SubroutineDam sectionofthemodel istlmsectionthatwas writtentoprovide
SINDA'85/FLUINT with the ability to model vacuum systems. Therefore these subroutines arc
the heart of the model. The user does not have to provide any input into the TZ_S'nZP subroutine.
However, ttm _w._,vm, & vztrr subroutines require the user to input a representation of the pump
curve and material constants of the gas.

The vent subroutine is a FORTRAN code that uses the equations disoLssed in the theory
section of this document to c.ak'ulam the conductance between the two nodes in the caU statemcnt

The calculations for the conductance am based on the pressure re.sults from the previous time step.
The fast portion of the routine initializes the material proper_cs of the gas. In the test model the
gas was air and the vent subroutine is as foUows;
C
F

C

FSTART
C
C

C
C

C

SUBROUTINE VENT(G, TI, TJ, MIXYP, D, L, ITEST)

THIS SUBROUTINES DETERMINES THE CONDUCTANCE (G) AND MIX)T OF THE FLOW

UNITS: G(mL/MIN), TI(TORR), TJ(TORR), MDOT(KG/MIN), D(CM), L(CM)

DECLARE REAL AND LOGICAL VARIABLES
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C

C
C
C

C

C

REAL G, TI, Tj, MIXYP,D,L, RBAR, MBAR, PI, T,VISC
REAL AC, LC, F, GRAV, GAM, RA, LP, Z,K, COM, QM, QV, QT

REAL KI,K2

C

INITIALIZE CONSTANTS AND SET AIR PROPERTIES:

MBAR(MOL.WT KG/KMOLE) ,RBAR(UNIV.GAS CONST. (KN-CM/KMOL-K),

T(TEMP K) ,VISC(POSSIONS) ,AC(THROAT AREA M^2) , DENS(KG/M^3)
MBAR = 28.97
RBAR = 83.144

T = 300.0
VISC = 1.85E-4

GAM = 1.4
PI = 3.141592654

GRAV = 32.2
DELTAP=TI-TJ

IF (DELTAP .LE. 0.01 DELTAP = 0.001

Ifthevent_,stemisbei.gmodeledusi.gafluidothextha.aitHBAR.V'ZSc, T & GAM mustbe
replaced with the appropriate constants. These co_tants are dd'med as;

MaAR = Molecular weight of the gas (Kg/Kmole)
T = Average tem_man_ of the gas (*K)

vIsc -- V'Lseosity of the gas (Poissioas)
= Ratio of specific heats for the gas

In some eases, the user may want to adjust the time steps used to calculate the transient pressure
solution. Since each subroutine stands alone in SINDA'f5/FLUINT and variables must be

specifieally eaUed out in the eall statement, thevaluesOfMBAR,VISC, and T mustbeentetedhlto
theTIM TEP subroutinealso.The subroutinethatcontrolsthetimcstcpisasfollows;

F SUBROUTINE TIMESTEP(TI, D, DTIMEH, OUTPUT)
C
FSTART

C
C
C

C

C

C

C

C

THIS SUBR_ DETERMINES THE TIMESTEP IN MINUTES

BASED ON THE TANK PRESSURE

MBAR = 28.97

T = 300.0
VISC = 1.85E-4

DETERMINE PRESSURE RANGES

PT = 95.7 * SQRT(T/MBAR)
PU = 9.91 * PT
PL = 0.i14 * PT

* (V'I.$C/D)

DETERMINE THE FLOW STATE; MOLECIKAR, TRANSITIONAL, OR VISCOUS
CALL STATE (PU, PL, TI, IPMOL, _, IPVISC)

IF (IPMOL .GT. i) THEN
UPIMEH=I. 0
_=I. 0

ENDIF

IF (IPTRN .GT. i) THEN
_=0.9
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C

O_PUT= 0.9
ENDIF

IF (IPVISC .GT.
DTIMEH=0.09

_0.09
ENDIF

1)

END

FSTOP

C. ************************************************************************

The user may also wish to change the time,.qep for the problem solution. The t_nestep can be
changed by changing the _ and OUT_rr statements above.

The _ subroutine was included so the model could analyze a pumpdown rather than
a blowdown. The pump curve foi"the pump used in the pumpdown must be included in the
MEPt_p subroutine. The ME_,_U, subroutine for the test case is as follows;

F
C

FSTART
C

C

C
C

SUBROUTINE MEPUMP (TI,TIMm_, DTIMEU)

IF(TI .LT. I.E-4) TI=I.E-4

IF((TI .LT. 11.5) .AND. (TI .GT. I.E-4)) THEN
TIOLD=11.5

DT3=DT3 +DTIMEU

G = 7.7362 - 6.4009*ALOG10(TI)
G = G "1000.'60.

TI = TIOLD/EXP((G*DT3/350000.) )
EHDIF

IF ((TI .GE.II.5) .AND. (TI .LT.
PMPSPffil.5815
TIOLD=52.5

DTI =DTI+UFIMEU

G=PMPSP* I000. *60.

TI=TIOLD/EXP (G*DTI/350000.)
DT3=0.0

_HDIF

IF ((TI .GE.52.5) .AND. (TI .LT.
PMPSP=0. 7624
TIOLD=272.5

DT2 =DT2 +UITMEU
GfPMPSP* 1000. *60.

TI=TIOLD/EXP (G*DT2/350000. )
DTI=0.0

m_DIF

IF (TI .GE.272.5) THEN
PMPSP=. 4274

TIOLD=755.

G=PMPSP*1000. *60.

TI=TIOLD/EXP (G*TIMEN/350000.)
DT2=0.0

EHDIF

52.5)) T_N

272.5)) THEN

198



In the test case, the pump was a pump package that was made up of four individual pumps. Note
that the quantity that is calculated in this subroutine is the pressure of the boundary node. In most
cases, the pump curve supplied by the pump vendor will be in the form of a G vs P curve.
Santeler (Reference 1) develops a method of calculating a p_ vs time curve from this data
which is as follows;

Where;
PffiP0exp(_ (3.1)

P

eo
G

t
V

-New pump pressure (Tort')
= Pump pressure at previous timestep
= Conductance from the pump curve (G vs P) @ PO
= Timestep (rain)
= System volume

The _mptmp subroutine used in tile test case is discussed further in the next section of this paper.

TEST CASE

The test case was conducted to validate the assumptions, methods, and algorithms
descn2)ed in this paper. The test involved modeling a vacuum test that had two different size pipes,
flex lines, valves, and a pump package. The addition of the pump package complicated the
modding becatme the vendor data was not complete and the pump package contained 4 different
pumps that became effective at different pressure ranges.

The layout of the test setup is shown in Figure 5. The test fixture consisted of a 250 liter
chamber connected to the VES1 header (9.78cm I.D.xl01.60cm) by a 3.81cm I.D. x 91.44 cm
branch line (similar to the line used to attach Space Station payloads to the Vacuum Exhaust
System). Also included in the test setup was a pump package connected to the VES 1 header by a
3.81cm I.D. X 91.44 cm branch line. The object of the test was to pump the vacuum chamber

from atmospheric conditions (760 Ton.) down to lxl0 "4 Tort. The tank was filled with air and the

VES1 header was made of stainless steal. The pump was a Trybodyne pump package that is made
up of four pumps. Data collection consisted of vacuum pressure measurements recorded at the

vacuum chamber. Bourdon, cold cathode, and Piraai gauges were use to measure pressure from

760 ton. to 10.7 ton'. Cold cathode gauges were the inverted magnetron design with a pressure
range of 10 .2 to 10.11 ton.. Pirani gauges measured pressure from 200 ton" to 10.4 tort. The
bourdon gauge measured pressure from 30 psig to 0 mm Hg. The entire system was leak checked

with a helium leak detector to 10. 8 tl/s sensitivity with no measurable leaks indicated. Residual gas
analysis was performed to qualify any contamination in the system. Pressure measurements were
recorded manually from the gauge controller display and electronicaLly from the gauge controller
analog signal Electronic data recording converted the raw analog signal to pressure units using a
curve fit algorithm provided by the maaufaaurer. Dam. stored in the computer were then converted
toMicrosoftExcel and CricketGraph formatforreportingand graphicspurposes.

As discussedinabove,thepump package presenteda modeling challengedue tothedesign
of theTrybodyne pump. Thisparticularmodel pump consistsof4 pumps inseriesthatare

effectiveatdifferentpressurelevels.The pump curve isshown inFigure6. From Figure6 we

see asthepressureapproaches0 thepump curvegoes toinfinityand above I1.5Ton"the pump
datawas found tobe inaccurateinprevioustesting.
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When the test was performed, it was found that the pump did not provide a pressu_ of less
than lxl0 "4 Ton.. In order to model the pump in the pressure range of 760 Ton"down to 11.5
Ton",the conductance was assumed to be step wise linear. With this assumption, the pump speed
was calculated using equation 3.1 and pump test data. The steps over which the pump
conductance was caJculated were as follows;

760 Ton"to 272.5 Ton"
pump speed - 0.4274 l/sex

272.5Ton.to52.5Ton.
pump speed= 0.7624l/sec

52.5 Ton. to 11.5 Ton.
pump speed = 1.5812 l/sex

After the pressure of the system dropped below 11.5 Ton., the pump curve shown in Figure 6 was
used to predict the conductance of the pump. It should be noted that, in a blowdown or a
pumpdown, the boundary is the driver for the system and any error associated with the pump
curve will translate into an error in the analysis. Therefore, k is very important to have accurate
dataconcerningthepump performancewhen doingthistypeofanalysis.The methodusedhereto
model the pump was expected to induce some error into the analysis in the pressure range from
760 Torr to 10 Ton'. Greater accuracy might have been achieved if the pressure range had been
divided into more steps.
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RESULTS AND CONCLUSIONS

Hgu_ 7 shows the correlation between the test data and analytic_d results The flow
in the viscous regime for 335 minutes and was in transition for 12 minutes before

molecular flow bega_ Results from the analytical model prediaed that the tank pressure would

reach steady state at 1.095x10 -4 Tort. Test results indicate that the tank pressure would reach

steady state at 1.06x10 _ Ton', yielding an error of 3.3 %. In addition, the _trend of the results
compares favorably with the test data. The largest deviation was found to be approximately 10
minutes occurring at a pressure of 20 tort. This can be attributed to the assumption of a constant

pu_mp speed in this pressure range, X ieview of the actual test data has shown that speed
inflections did occur in this pressure range for the pump.

The results of the correlations support the validity of vacuum flow analysis using numerical
solution methods. Any deviations between the test and analysis is largely due to insufficient pump

data. The pump in this case was the controlfinl_ factor and any discrepancies in pump modeling
would have a dixect impact on the results. In s_mations where the evacuation process is due to a
blowdown, the analytical results should show greater accuracy. This is because, in a blowdown
process the boundary node would remain at a constant pressure and not be based on a pressure vs
time dependency such as a pump.
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Plot of Pressure Vs Time For the Vacuum Chamber Node
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FEATURES OF A SINDA/FLUINT MODEL OF A LIQUID OXYGEN SUPPLY LINE

Boris G. Simmonds
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TOPICS

1. OBJECTIVES

2. WHICH SINDA

3. LIQUID OXYGEN (LOX) SUPPLY LINE

4. FEATURES

5. PROGRAM LISTING

1. OBJECTIVES

This paper desudbee the modeling
futuru used in a ltaedy-atate heat
transfer problem using SINDA/FLUINT. The
problem modeled is a 125 feet long, 3 Inch
dlamater pipe, filled with liquid Oxygen
flow drlven by • given pressure gradlenL
The plpe Is fully Insulated In five sectlons,
Three secUons of I Inch thick spray-on
foam and two sections of vacuum Jacluit

The model evaluatel frlcUon, turns lossee
and convectlon heat tnmsfer between the
fluid and the pipe wall. There I• conduction
through the foam Insulation with
temperaturedependentthermal
cenductrvtty. The vacuum q_Ice Is model
with radlatlon and gas molecular
conducUon, if present, In the annular gap.
Heat Is tmmdWred between theouter
surface and surrounding ambient by
natural convection and radiation; and, by
axial condu_on along the pipe and
Utrough the vacuum Jacket spacers and
welded seal flanges.

The model makes extensive use of
SINDA/FLUINT basle capebilltlu such as the
GEN option for nodes an conductom (to
ganeratas group• of nodes or conductors),
• e SIV option (to generate single,
temperature varying conductors), the SIM
option (for multiple, temperature varying
conductors) and the M HX macros for fluids
(to generate _rlngs of lumps, paths and Ues
repremmting • dlebatlc duct). It calls
subroutine CONTRN (ratums the reratlve
location In the G-array of • network
conductor, given an actual conductor
number) enabling an extensive manipulation
of conductor (calculation an mlgnrnent of
their values) with IX) loops.

Models Ilk= this Illustrate to the new an even
to the old SINDA/FLUINT user, features of the
program that are not so obvious or known,
and that are extremely handy when trylng to
take advantage of both, the automation of the
DATA headers and make surgical
modifications to specific parameters of the
thermal or fluid elements In the OPERATIONS
po_on of the model.

2O5



1. OBJECTIVES (CONT)

1. SHARE SINDA/FLUINT EXPERIENCES WITH OTHER CODE USERS AT TFAWS

2. APPLY TO PRACTICAL PROBLEMS IN THE ENGINEERING REID

3. ESTABUSH AN INDUSTRY SOURCE OF TRICKS AND SHORT CUTS FOR USERS
OF SINDA/FLUINT

o

e

ADDRESS SPECIALIZED TECHNIQUES NOT COVERED OR NOT SO OBVIOUS IN
THE MANUAL

PROVIDE FEEDBACK TO CODE DEVELOPER FOR FUTURE IMPROVEMENTS

2. WHICH SINDA

1. SINDA/FLUINTVERSION 2.5

SYSTEM8 IMPROVED NUMERICAL DIFFERENCING ANALYZER
AND FLUID INTEGRATOR, VERSION P-5 DEVELOPED BY MARTIN MARIETTA
ASTRONAUTICS GROUP, DENVER, COLORADO UNDER CONTRACT NAS9-18411.

2. PRESENTATION FORMAT:

HEADER OPTIONS DATA
•HEADER USER DATA, GLOBAL

USZR DATA, pzPz

CONTROL DATA, GLOBAL

CONTROL DATA, _z

CONTROL DATA, ,-_

NODE DATA, PIPE

CONDUCTOR DATA, p_

FLOW DATA, LZRX,FZDm7732

ARRAY DATA, _]_I

OPERATIONS DATA

VARIABLES l,P_z

FLOGIC 0, L_

OUTPUT CALla, _=

FIPROP DATA, 7732, SZ, 0.0
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3. LOX SUPPLY LINE

__ L02
SUPPLYTANK

SOR INSULATEDUNE

L_AC JACKET

VENTUR!

._ VALVE

LOX LINE HARDWARE

MNE
Type 304L,CRF.S3 S8 CirCularpipe ech_ule 80

22Sit
Bype_ le_l_ 14ft
Dlmnetw (ID) 2.9"
Well thickness 0.3"

COMPONENTS
Weroom,a (c_y22)
4s" emom (qty 2)
Time (qly 2)
V_ (qty 2)

LN2NACUUM JACKET
length(long) 73 ff (fromfoot42 to f(mt114)
l.eng_ (short) 27 ft (1_m fo_ 138to f_t 164)
OMmet_r(OO) tl.625"
Will thl©kne_ 0.14_
Annularglq_ 2JIS7"
Endcape _k:lmem
11 |dldlng spm_rll (contact_ Imcl6.0"x0.2S", 1.4klu tall)
4 46" (c_uW) epacem(ooma_ arm =.1_0.2¢', 1J)¢' Udl)

FOAM INSULATION
Type BX-2S0SOFi
TNcbxm 1"
1.4nglh 41ft k_romfoot l to foot41)

23# (foml foot 11Sto foot 13"/)
01 ft (fromfoot l_to foot 22S)
14 ft (lbypmmfromfoot I to foot 14)

The._ Cond._y k-0.00_._le_'PR) etuSHr.n..F
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4. FEATURES

I

W
G

OPTzONSDATA
USER1 ,,VJI.USI
USER2 = VJ1.U$2

HEADER OPERATIONS DATA

_._ (_, LXi'TA.B('LI_')

TZ]FFAB( 'LINE' )

CIN_ ( *l_IlJU', 'QDB', 0)
CA_ TS'RINT ( ']PII_Z ' )

F
FIO0

r
M71
M

CJmTg][_, 100)

FO_MLT (lZ, '8',/
. ' _ TL0X T_Z_Z TSORF PLOX QCOW/RAD '
• ' _OLC _ _',/
• '1 2 3 4 5 6 7 8')

RRZTB (NOSZR2, 101) (I+ITEST), LZNZ.TL (I+ITZST), T (I+ITZST),
• T (1001+ITZST), LZNE.PL (I+ITZST), QCOR, QMOLC, QCONV, QRAD

1. OUTPUT

PROCESSOR PRINT FILE NAME. CAN BE ANY NAME. THIS IS
WHERE THE OUTPUT FROM CALLS TO FLOM_, TPRZNT,
P_MAP, ETC. GOES TO AUTOMATICALLY.

2. USERI, USER2

USER AUXILIARY FILE NAMES. CAN BE ANY NAME.TO PRINT
TO THEM USE THE WRZTE (NUSmal, 100) TO PRINT FOR
EXAMPLE TO USER1 FILE USING FORMAT 100.
WRZTZ (NUSZR2, 100) TO PRINT FOR EXAMPLE TO USER2
FILE USING FORMAT 100.
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4. FEATURES (CONT)
I 1 ]11 II

B_-,AD_USZRDATA, GLOBALPI - 3.1416
:1¢_:13POO" 3.5
X_':I_ZD = 2.9
:n='ZIP'I'X" 0.3
XSOF(_ = 5.5
XVJOD - 6. 625
XV_ - 6.357
:k'V3'l_- ,, 0.134
CCtlV -1.0
_- 0.0

-0.0
glilOr..,C- 0.0
QO:_iV - 0.0
9,tt,tD =0.0
VL%'_r m 76.0

$ Pipe OD (:Lu)
$ P:Lpe :m (4,,)
$ Pipe t:ld.cknesm (;,I)
$ sorz oD
$ Vaa Jac_ CO (£=)
$ w,= :lack Zn (4,,,)
$ v_= _sck t;h:Lckness (4,,,)
_. Na_ cony (Btu/hz-£t2-F)

$ F=ee p&t_, (_'t:)
$ Heat: tzans by SOFZ cond O: Jacket: :ad
$ Heat tra=8 by gain :ol c_nd
$ Heat t=:anl by comrec_£on
$ Beat: t:¢sn8 by Ea4 tO wuu_zo_xLtngm

$ _ST_D BY TIM GADNFZ

HEADER OPERATIONS DATA

PIPz

= PZ* (_ZI_O**2-XPZIDZD**2)/4./144./1.0
XK1 = m/2,
XK3 -- PZ* (XVJ_)**2-XVJ'J3)**2)/4./144./1.0
XEA = 2.*IPZ*I.0/ALOG(XSOFCO/XPIPOO) $ FOR 1" OF BX-250
XKIO- 2.*lPZ*.25/12./ALOG(XVJOD/XPZBCO) $ RADIAL COND END CAP

1. THIS IS A HANDY WAY TO DEFINE PI OR ANY OTHER NAME
VARIABLE. WATCH FOR PROGRAM RESERVED VARIABLES
NAMES SUCH AS Gloo (CONDUCTOR 100). VARIABLES
ATEST THROUGH ZTEST ARE AVAILABLE BY DEFAULT AND
DO NOT HAVE TO BE EXPLICITLY SET.

2. AFTER ENTERING DEFMOD PIPE, YOU CAN ENTER G'S, T'S,
ETC. IN THE SEAD_ OP_mATZONS DATA BLOCK WITHOUT
THE SUB-MODEL NAME IN FRONT OF IT.

(EX: ENTER G101=10.0 INSTEAD OF PIPE. G101=10.0).
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4. FEATURES (CONT)

KEADER CO_L DATA, GI_BAL
u3:D --DIG

KB.SZJ_O = -459.67

PXS_OS " 0.0
$I(_l& " 1.0
HL(X_$ - 500

HEADER FPROP DATA, 7732, SZ, 0.0
RGAS m 8314.34/31.9988

PCRZT - 5.0416
ST m 0.0132
:N_ " 70'0 _

HEADER NODE DATA, PZPE

.___ -1000, -29"/. 0, 0.0-2000, -315. o, 0.0
-3000, 70.0, 0. o

$ c_ro_
$z._2 _czz:

Nz]m.:

1. _J:D

UNIT SYSTEM IDENTIRER. NOTICE THAT THE LOX LINE
PROBLEM IS IN _ UNITS, WHILE THE FLUID PROPERTIES
IN THE _mJuDzl_ 1_1_op DATA ARE GIVEN IN sz UNITS.

0 ABSZRO

VALUE OF ABSOLUTE ZERO IN USER'S TEMPERATURE
UNITS

XBS_ = -460.0 ALLOWS USE OF TEMPERATURE IN OF
INSTEAD OF °R.

210



4. FEATURES (CONT)

ooo

HEADER NODE DATA, PIPE

1,225,1,-200.0,1.0
301,14,1,-200.0,1.0
1001,41,1,70.0,1.0
1042, ?3,1, 70.0,1.0
1115,23,1,70.0,1.0
1138, 27r 1,70.0,1.0

_DI 1165, 61,1, 70.0,1.0
1301,14,1,70.0,1.0

-1000, -297.0, 0.0
-2000, -315.0, O. 0
-3000, TO.O, 0.0

$ PIPE
$ B_ASS
$ Bx-25O suRyJu_
Svac _un=T
$ _-250 _rOI_ACZ
# vAc ot_z¢:
$ _1[-250 smurJucz
$ a_xss _x-2s0 so_rxcz
$ ¢:To
$ z_2 oxc_T
# _zzz_

oo

1. GCN

THIS SINGLE LINE GENERATES 225 DIFFUSION NODES,
STARTING WITH NODE 1, IN INCREMENTS OF 1, INITIALLY AT
-200°F, WITH A CAPACITANCE VALUE OF 1.0, TO REPRESENT
THE LINE. THE CAPACITANCE VALUE IS IMMATERIAL SINCE
THIS IS A STEADY STATE MODEL. NODES WILL BE NAMED 1,
2, 3, ETC.

2. THIS SINGLE LINE GENERATES 41 DIFFUSION NODES,
STARoTI=NGWITH NODE 1001, IN INCREMENTS OF 1 INITIALLY
AT 70 F, WiTH A CAPACITANCE VALUE OF 1.0, TO'
REPRESENT THE SOFi SURFACE. NODES WILL BE NAMED
1001, 1002, 1003, ETC.

3. THIS SINGLE LINE GENERATES 1 BOUNDARY NODE 2000

NDICATED BY THE NEGATIVE SIGN), AT 70°F, TOEPRESENT AMBIENT TEMPERATURE. THE VALUE OF
CAPACITANCE IN A BOUNDARY NODE IS MEANINGLESS.
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4. FEATURES (CONT)

Thermal network schematic of typical section of line with SOFi.

4. FEATURES (CONT)

Thermal network schematic of typical section of line with vacuum Jacket
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4. FEATURES (CONT)

Q EEADER CONDUCTOR DATA, PIPE
_DI 3001,225,1, 1,1,1001,1, 0.0 $ GAS MOLEC COND (SOME D_a(IES

BEADER VARZABLES

C-C_IC_

M

--M

--)(10

C CS_ZX

M

M

--M

-I(20

I, PIPE

FOR GAS MOL COND

DO I0 ITEST_0, 72

TTZST: (T (42+ZTEST) +T (1042+ITEST))/2. +460.

:O_6: (1.4+1.) / (I. 4-1. )* ((32.2"1545.) / (8. *PI'28. *TTEST} )**. 5"1.

:DCS,,PZ*]_Z_OD/12. *I ;
C&LL CONTRN( 'PZ_Z', 3042+ITE8T, JTEST)
GLOBAL.G (JTEST) "XK6*XKT*XK8 *3600./778.

:_,AI_)A_3. *XKg/XET* ((PZ*1545. *TTEST) / (8. *32.2*28. ))**. 5

z• (XLAt_&. L=. ((XVO'ZD-X_ZPOO) 12.112. ) ) GLOmU,. G (0TZST) -0.0
FOR GAS MOL COND

DO 20 l"fJ_T==0,26
TTZST,, (T (138+ZTZBT) +T (1138+IT=ST))/2. +460.
XK6,, (1.4+1.) / (1.4-1.) * ((32.2"1545.) / (8. *PI'28. *TTEST) ) **. 5"1.
ZTJI-PZ*_ZIN:O/12. *1.
CELL CONTRN ( ' PI_I', 3138+ZTEST, JTZ"T)
G_OBAL .G (JTIST) -X][6*X]_*XKS*3600.1778.

. *XKg/X]¢?* ( (PI'1545. *TI'EST) / (8. *32.2*28. ) ) **. 5
=r (]ma_x.z:. ((xv_m-x_z_oo)/2./12.) )_o_.G (_:zs:)=o .o

le

THIS SINGLE LINE GENERATES 225 CONDUCTION
CONDUCTORS,STARTING WITH CONDUCTOR NUMBER 3001,
IN INCREMENTS OF 1, CONNECTING NODE 1 IN INCREMENTS
OF 1, TO NODE 1001 IN INCREMENTS OF 1, WITH A
CONDUCTOR VALUE OF 0.0. CONDUCTORS WILL BE NAMED
3001, 3002, 3003, ETC.

THESE CONDUCTORS REPRESENT GAS MOLECULAR
CONDUCTION IN THE NEAR-VACUUM SPACE, AND THEIR
VALUE ARE RE-COMPUTED (FROM 0.0) TO SOMETHING ELSE
IN THE _ VAR.Z_LES I BLOCK BASED ON SOME
LOGIC PROGRAMMED THERE.

NOTICE THAT THERE ARE TWO DO LOOPS OF 73 AND 27 FOR
A TOTAL OF ONLY 100 CONDUCTORS TO BE COMPUTED. THE
OTHER 125 ONES WILL REMAIN AS 0.0. WHILE THEY ARE NOT
NEEDED, THEY WERE LEFT THERE AS DUMMIES FOR
FUTURE UTILIZATION.
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4. FEATURES (CONT)

HEADER CONDUCTOR DATA, PIPE

BIM 2001, 41, I, I,I,I001, I,&4,K4
BZM 2115, 23, I,115, I,1115, I,A4, K4
SZM 2165, 61, I,165, I,1165, I,A4,K4

BZM 2301, 14, 1,301, I,1301, I,A4, K4

ARRAY DATA, PIPE

I BX-250 .
_ 4, -460.0, 0.00259

800.0t 0. 031696, EHD

I HEADER OPERATIONS DATA

XX4 -- 2. *]_Z*l. 0/kLOG (Zso]roD/:I_ZI_O)

$ BX-250 RADIAL COND
$ BX-250 RADIAL CC;_D
$ BX-250 RADIAL COND
$ BX-250 RADIAL COND

$ FOR I" OF BX-250

1. SZM

TO INPUT ONE OR MORE TEMPERATURE-VARYING
CONDUCTORS.

SINDA COMPUTES THE CONDUCTION CONDUCTOR K*A/X
BY GETrlNG K FROM ARMY 4 ( T VERSUS K), AND
CONSTANT K4 (A/X) AS xx4, COMPUTED IN THE az,_ER
OPw|U_TIONS BLOCK, AND MULTIPLYING THE TWO.

8

.

C_

THIS ROUTINE RETURNS THE RELATIVE LOCATION IN THE
G-ARRAY OF A NETWORK CONDUCTOR, GIVEN THE ACTUAL
CONDUCTOR NUMBER.

THE LOX LINE MODEL MADE EXTENSIVE USE OF THIS
ROUTINE IN ORDER TO UTILIZE DO LOOPS TO RECALCULATE
THE VALUES OF CONDUCTORS WITHIN SECTIONS OF THE
UNE.

NOTICE THAT THE RADIATION CONDUCTOR CALCULATION
INCLUDES sz_ (0.1714E-8), WHILE IT IS DEFINED AS 1.0 IN
THE mCADn COt_Z_OL DATA, GZ_ BLOCK. THE DEFAULT
VALUE (IF NOT DEFINED) IS 0.1714E-8.

ONE COMMON ERROR IS TO CALCULATE A CONDUCTOR
WITH SIGMA, BUT NOT DEFINING IT AS 1.0 IN THE _ER
CC_;TROL DATA BLOCK. THIS, OF COURSE, RESULTS IN A
CONDUCTOR THAT IS MULTIPLIED TWICE BY SIG_gL
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4. FEATURES (CONT)

HEADER FLOW DATA, LINE, FID=7732 ('_

LO DD', _ • 0, PL=100.0, TL"-29"/. 0
P& D]D', Da:2.9/12., 01'It"0 •5
LU I)LID;, 1000, Pit,:400.0

--M lUy, 1,D, 1, 1, 1,1_ZlDI. 1, 1000, NSm_=11, TLIDl'I_11. ,DLq=2.9/12., LD:31:_C, I_,-S'I'UBZ
N ;iX, 2, D, 12, 12, 12, PZPZ • 12, 11, NSEG"I, 2ZJDi2_1., D_2 • 9/12 •, LU"_71:_]C, P,%"LOSS, _. 35
MaX, 3, D, 13, 13, 13, ]_ZP]i • 13, 12, NSEO=2,223Di2_2., DBS=2.9 / 12., L_C, PA:S
M EZ, 4,D, 15, 15,15, P_Z. 15,14, NS]iG:I, T_JDII_I., DES:2.9/12., LDm3UNC, PA=Z;:)SS, ]r_=. 35
M :Y, 5, D,£6,16,16, I)ZI_Z. 16, lS, NSIr.G:,2, _2 •, DES--2.9i12., LD,,OUHC, P,%:S'I'UBE
X me, 6, D, 18,18,18, PZ]_]:. 18, 17, NSBG,,1, _1., D_.,2,9112., ZX_,OUNC, PX,.LOSS, FX:. 35

- x rex, 7, D, 19,19,19, _z_z. 19,18, _s:_.2, _., D_s.,2,9/12., Tu-o_c, PX-STOV

-- M EX, 43, D, 201,201,201, ]_ZID]I. 201,200, NS]_:ll, TL]DI'I_I •, DES=2.9/12., LDm3UNC, PA"LOSS, TK"

_..ADER FLOGZC O,LZl_

C _ CV TO FK FOR VALVI$ AND _$

- ]rK201-3.0E?*(M'201/VLVCV)**2 $_

1. HX MACRO

TO GENERATE A STRING OF ONE OR MORE LUMPS,
PATHS AND TIES REPRESENTING A DIABATIC DUCT
(HEAT EXCHANGER SEGMENT).

SOME ARE PATH P& = stoic AND _A - LOSS TYPE OF
CONNECTOR.

2. IS THERE AN ax D_ Z,U,,OmZC COMMAND TO DEFINE
DEFAULTS FOR MACROS ???

3. SOME OF THE LOSSES WERE SPECIFIED BY CV
COEFFICIENT. THIS HANDY EQUATION, GIVEN IN THE
SINDA MANUAL, CONVERT CV'S TO YX'S.
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5. PROGRAM LISTING

HEADER OPTIONS DATA

TITLE USTB LOX TRANSFER LINE

OUTPUT - VJl. OUT

USER1 - VJl. 0SI

OSER2 - VJI.US2

RSO - VJl .RSI

HEADER USER DATA, GLOBAL

PI -3.1416

XPIPOD -3.5 $

XPIPID -2.9 $

XPIPTK -0.3 $

XSOFOD -5.5 $

XVJOD -6. 625 $

XVJID -6.357 $

XVJTK -0.134 $

CONV -I. 0 $

XLAMDA -0.0 $

QCOR -0.0 $

QMOLC -0.0 $

QCONV -0.0 $

0RAD -0.0 $

VLVCV -76.0 $

Pipe OD (in)

Pipe ID (in)

Pipe thickness (_
SOFI OD

Vac Jack OD (in)
Vac Jack ID (in) ............................

Vac Jack ,thickness -{in)
Nat cony '(Btu/hr-ft2-F}

Free Path (ft)

Heat trans by SOFI cond or Jacket rad

Heat trans by gas mol cond

Heat trans by convection

Heat trans by rad to surroundings
SUGGESTED BY TIM GADNEY

HEADER CONTROL DATA, GLOBAL
UID - ENG

ABSZRO - -459.67

PATMOS - 0.0

SIGMA - 1.0

NLOOPS - 500

HEADER CONTROL DATA, PIPE
EBA/_A - 0.001

HEADER CONTROL DATA, LINE
REBALF - 0.001

HEADER

C PIPE
NODE DATA, PIPE

X SECTION IS pi*od*thick/144 ft2, EACH SEGMENT i ft LONG

GEN 1,225,1,-200.0,1.0
GEN 301,14,1,-200.0,1.0

GEN 1001,41,1,70.0,1.0

GEN 1042,73,1,70.0,1.0

GEN 1115,23,1,70.0,1.0

GEN 1138,27,1,70.0,1.0

GEN 1165,61,1,70.0,1.0

GEN 1301, 14,1,70.0, 1.0
-1000,-297.0, 0.0

-2000, -315.0, 0.0

-3000, 70.0, 0.0

$ PIPE

$ BI-PASS

$ BX-250 SURFACE

$ VAC JACKET

$ BX-250 SURFACE

$ VAC JACKET

$ BX-250 SURFACE

$ BI-PASS BX-250 SURFACE
$ CRYO TANK

$ LN2 JACKET

$ AMBIENT

HEADER CONDUCTOR DATA, PIPE

SIV 1,1000,1,A2,K1 $ AXIAL COND TO TANK

SIM 2,224,1,1,1,2,1,A2,K2 $ PIPE AXIAL COND

SIM 300,1,1,194,1,301,1,A2,K2 $ UP PIPE-TO-BI-PASS AXIAL COND

SIM 301,i3,i, 30i, I,302,1,A2,K2 $ PIpE BI-PASS AXIAL COND
S IM 314,1,1,314, I, 205, 1, A2, K2 $ LW P IPE-TO-BI-PASS AXIAL COND

SIM 1042,72,1,1042,1,1114,1,A2,K35 JACKET AXIAL COND

SIM lI38,26,1,1138,1,1164,1,A2,K35 JACKET AXIAL COND

SIM 2001,41,1,1,1,1001,I,A4,K4 $ BX-250 RADIAL COND

GEN-2042,73,1,42,1,1042,1,0.0 $ VAC JACKET RAD

SIM 2115,23,1,115,1,1115, I,A4,K4 $ BX-250 RADIAL COND

216



_-2138,27,1,138,1,1138,1,0.0
SZM 2165,61,1,165,1,1165,1,A4oK4
SIM 2301,14,1,301,1,1301,I,A4,K4

GEN 3001,225,1, 1,1,1001,1,0.0

GEN 4001,225,1,1001,1,3000,0,0.0

GEN 4301, 14,1,1301,1,3000,0,0.0
GEN-5001,225,1,1001,1,3000,0,0.0

GEN-5301, 14,1,1301,1,3000,0,0.0

$ VAC JACKET RAD

$ BX-250 RADIAL COND

$ BX-250 RADIAL COND
$ GAS MOLEC COND (SOME DUMMYS)

$ BX-250 & JACKET CONV TO AMB

$ BX-250 BI-PASS CONV TO AMB

$ BX-250 & JACKET RAD TO AMB

$ BI-PASS BX-250 RAD TO AMB

C SUPPORT CONDUCTORS
SIM 6042,1,1, 42,1,1042,1,A2,K10 $ END CAP RADIAL COND

SIM 6045,1,1, 45,1,1045,I,A2,KI1 $ COND SLIDING SPACER

SIM 6048,1,i, 4S, I,1048,1,A2,KII $ COND SLIDING SPACER

SIM 6049,1,1, 49,1,1049, I,A2,KII $ COND SLIDING SPACER

SIM 6051,1,1, 51,1,1051,I,A2,KI1 $ COND SLIDING SPACER

SIM 6052,1,1, 52,1,1052,1,A2,K10 $ END CAP RADIAL COND

SIM 6053,1,1, 53,1,1053,1,A2,KI0 $ END CAP RADIAL COND

SIM 6054,1,1, 54,1,1054,I,A2,Kll $ COND SLIDING SPACER

SIM 6058,1,1, 58, l,1058,I,A2,Kll $ COND SLIDING SPACER

SIM 6066,1,1, 66,1,1066,I,A2,KI3 $ COND FIXED ANCHOR WING

SIM 9066,1,1, 66,1,3000,6,A2,K14 $ COND FIXED ANCHOR TO GROUND

SIM 6073,1,1, 73,1,1073,I,A2,KII $ COND SLIDING SPACER

SIM 6075,1,1, 75,1,1075,I,A2,Kll $ COND SLIDING SPACER

SIM 6077,1,1, 77,1,1077,I,A2,Kll $ COND SLIDING SPACER

SIM 6081,1,1, 81,1,1081,I,A2,KI1 $ COND SLIDING SPACER

SIM 6085,1,1, 85,1,1085,I,A2,KII $ COND SLIDING SPACER

SIM 6093,1,1, 93,1,1093,I,A2,KII $ COND SLIDING SPACER

SIM 6097,I,1, 97,1,1097,I,A2,Kll $ COND SLIDING SPACER

SIM 6099,1,1, 99,1,1099,I,A2,Kll $ COND SLIDING SPACER

SIM 6101,1,1,101,1,1101,I,A2,Kll $ COND SLIDING SPACER

SIM 6109,1,1,109,1,1108,1,A2,Kll $ COND SLIDING SPACER

SIM 6114,1,1,114,1,1114,1,A2,K10 $ END CAP RADIAL COND

SIM 6138,1,1,138, I,II38, I,A2,KI0 $ END CAP RADIAL COND

SIM 6145,1,1,145,1,1145,I,A2,K12 $ COND 45 DEG SPACER

SIM 6147,1,1,147,1,1147,I,A2,KI2 $ COND 45 DEG SPACER

SIM 6151,1,1,151,1,1151,1,A2,Kll $ COND SLIDING SPACER

SIM 6153,1,1,153,1,1153,I,A2,KII $ COND SLIDING SPACER

SIM 6155,1,1,155,1,1155,I,A2,KI2 $ COND 45 DEG SPACER

SIM 6157,1,1,157,1,1157,I,A2,KI2 $ COND 45 DEG SPACER

SIM 6161,1,1,161,1,1161,I,A2,KII $ COND SLIDING SPACER

SIM 6163,1,1,163,1,1163,I,A2,KII $ COND SLIDING SPACER

SIM 6164,1,1,164,1,1164,I,A2,KI0 $ END CAP RADIAL COND
C UNCOMMENT NEXT TWO LINES FOR LN2 CASES

C GEN 7042,73,1,42,1,2000,0,I000.0 $ LI_TE TO LN2

C GEN 7138,27,1,138,1,2000,0, I000_O$ LINE TO LN2

C GEN 8042,73,1,2000,0,1042,1,1000._ JACKET TO LN2

C GEN 8138,27,1,2000,0, I138, I,i000._ JACKET TO LN2

HEADER FLOW DATA, LINE,F:D-7732

LU DEF, XL-0.0,PL-100.0,TL--297.0

PA DEF, DH-2.9/12.,UPF-0.5

LU PLEN, 1000, PL-400.0
M HX, I,D, I,I,I,PIPE.l,1000,NSEG-II,TLENT-11.,DHS-2.9/12.,LU-JUNC,PA-STUBE

M HX, 2,D,12,12,12,PIPE.12,11,NSEG-I,TLENT-I.,DHSI2.9/12.,LU-JUNCPA-LOSS,FK-.35

M HX, 3,D,13,13,13,PIPE. 13,12,NSEG-2,TLENT-2.,DHS-2.9/12.,LU-JUNCPA-STUBE
M HX, 4,D,15,15,15,PIPE.15,14,NSEG-I,TLENT-I.,DHS-2.9/12.,LU-JUNCPA-LOSS,FK-.35

M HX, 5,D,16,16,16,PIPE.16,15,NSEG-2,TLENT-2.,DHS-2.9/i2.,LU-JUNCPA-STUBE

M HX, 6,D,18,18,18,PIPE. 18,17,NSEG-loTLENT-I.,DHS-2.9/12.,LU-JUNCPA-LOSS,FK-.35

M HX,?,D,19,19,19,PIPE.19,18,NSEG-2,TLENT-2.,DHS-2.9/12.,LU-JUNCPA-STUBE

M HX,8,D,21,21,21,PIPE.21,20,NSEG-I,TLENT-I.,DHS-2.9/12.,LU-JUNCPA-STUBE

M HX, 9,D, 22,22,22,PIPE.22,21,NSEG-I,TLENT-I.,DHS-2.9/12.,LU-JUNCPA-LOSS, FK-0.0

M HX, 10,D,23,23,23,PIPE.23,22,NSEG-4,TLENT-4.,DHS-2.9/12.,LD-JUNC,PA-STUBE

M HX, 11,D,27,27,27,PIPE.27,26oNSEG-I,TLENT-I.,DHS-2.9/12.,LU-JUNC,PA-LOSS,FK-.35

M HX, 12,D,28,28,28,PIPE.28°27,NSEG-5,TLENT-5.,DHS-2.9/12.,LU-JUNC,PA-STUBE

M HX, 13,D,33,33,33,PIPE.33°32,NSEG-I,TLENT-I.,DHS-2.9/12.,LU-JUNC,PA-LOSS,FK-.35
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M HX, 14, D, 34, 34,34, PIPE.34, 33, NSEG-2, TLENT-2., DHS-2.9/12., LU-JUNC, PA-STUBE

M HX, 15, D, 36, 36,36, PIPE. 36, 35, NSEG-1, TLENT-I., DHS-2.9/12., LU-JUNC, PA-LOSS, FK-. 35

M }IX,16,D,37, 37,37,PIPE.37,36, NSEG-4, TLENT-4., DHS-2.9/12., LU-JUNC, PA-STUBE

M HX, 17, D, 41, 41,41, PIPE. 41, 40, NSEG- 1, TLENT-I., DHS-2.9 / 12., LU-JUNC, PA-LOSS, FK-. 35

M HX, 18, D, 42, 42,42, PIPE. 42, 41, NSEG-72, TLENT-72., DHS-2.9/12., LU-JUNC, PA-STUBE

M HX, 19, D, 114,114,114, PIPE. 114, 113, NSEC,-1, TLE_T-I., DHS-2.9 / 12., I,U-JUN_, PA-LOS S, FK-. 35
M HX, 20,D, 115,115,115, PIPE. 115,114, NSEG-7, TLENT-7., DHS-2.9/12., LU-JUNC, PA-STUBE

M HX, 21, D, 122,122,122, PIPE. 122, 121, NSEG-1, TLENT-I., DHS-2.9/12., LU-JUNC, PA-LOSS, FK-. 35

M HX, 22, D, 123,123, 123, PIPE. 123, 122, NSEG-6, TLENT- 6., DHS-2.9 /12., LU-JUNC, PA-STUBE

M HX, 23, D, 129,129,129. PIPE. 129,128, NSEG-1, TLENT-1., DHS-2.9/12., LU-JUNC, PA-LOSS, FK-. 35

M HX, 24, D, 130,130,130. PIPE. 130,129, NSEG-7, TLENT-7., DHS-2.9/12., LU-JUNC, PA-STUBE

M HX, 25, D, 137,137,137 PIPE.. 13_, 136, NSEC,e_,T_NT-_,, DHS-2.9/i2., LU-JUNC, PA-LOSS, FK-. 35
M HX, 26, D, 138,138,138 PIPE. 138,137, NSEG-8, TLENT-I., DHS-2.9/12., LU-JUNC, PA-STUBE

M HX, 27, D, 146, 146, 146 PIP E. 146, 145, NSEG-1, TLENT-1., DHS-2.9 / 12.. LU-JUNC, PA-LOS S, FK-. 19

M HX, 28,D, 147,147,147 PIPE. 147,146, NSEG-9, TLENT-9., DHS-2.9/12. LU-JUNC, PA-STUBE

M HX, 29, D, 156,156,156 PIPE. 156,155, NSEG-1, TLENT-1., DHS-2.9/12. LU-JUNC, PA-LOSS, FK-. 19

M HX, 30, D, 157,157,157 PIPE. 157,156, NSEG-7, TLENT-7., DHS-2.9/12. LU-JUNC, PA-STUBE

M HX, 31, D, 164,164, i 64, PIPE. 164, 163, NSEG-I, TLENT-I., DHS-2.9/12. LU-JUNC, PA-LOSS, FK-. 35

M HX, 32,D, 165,165,165, PIPE. 165_164, NSEG-7, TLENT-7., DHS-2.9/12. LU-JUNC, PA-STUBE

M HX, 33,D, 172,172,172, PIPE. 172,'171, NSEG-1, TLENT-I., DHS-2.9/12., LU-JUNC, PA-LOSS, FK-. 35

M HX, 34, D, 173,173,173, PIPE. 173,172, NSEG-1, TLENT-1., DHS-2.9/12., LU-JUNC, PA-STUBEBE

M HX, 35, D, 174,174,174, PIPE. 174,173, NSEG-1, TLENT-1,, DHS-2.9/12., LU-JUNC, PA-LOSS, FK-. 35

M FIX,36, D, 175,175,175, PIPE. 175,174, NSEG-2, TLENT-2., DHS-2.9/12., LU-JUNC, PA-STUBE

M HX, 37, D, 177,177,177, PIPE. 177,176, NSEG-1, TLENT-1., DHS-2.9/12., LU-JUNC, PA-LOSS, FK-. 35

M HX, 38, D, 178,178,178, PIPE. 178,177, NSEG-10, TLENT-IO., DHS-2.9/12., LU-JUNC, PA-STUBE

M HX, 39, D, 188,188,188, PIPE. 188,187, NSEG-1, TLENT-1., DHS-2.9/12., LU-JUNC, PA-LOSS, FK-. 35

M HX, 40, D, 189,189,189,PIPE. 189,188, NSEG-6, TLENT-6., DHS-2.9/12., LU-JUNC, PA-STUBE
C STRAICaHT SPLIT

M HX, 41, D, 195, 195, 195, PIPE. 195 o194, NSEG-1, TLENT-I., DHS-2.9 / 12., LU-JUNC, PA-LOS S, FK-. 15
M HX, 42,D, 196,196,196, PIPE. 196,195, NSEG-5, TLENT-5., DHS-2.9/12., LU-JUNC, PA-STUBE
C VENTURI

M HX, 43, D, 201,201,201, PIPE. 201,200, NSEG-1, TLENT-1., DHS-2.9/12., LU-JUNC, PA-LOSS, FK-0.0
C VALVE

M HX,
M HX,

44, D, 202,202,202, PIPE. 202,201, NSEG-2, TLENT-2., DHS-2.9/12., LU-JUNC, PA-STUBE

45, D, 204,204,204, PIPE. 204,203, NSEG.-I, TLENT-1., DHS-2.9/12., LU-JUNC, PA-LOSS, FK-. 15

M HX,

M HX,

M HX,

M HX,

M HX,

M FIX,

M FIX,

46,D,205,205,205,PIPE.205,204,NSEG-4,TLENT.4.

47,D,209,209,209,PIPE.209,208,NSEG-I,TLENT-1.

48,D,210,210,210.PIPE.210,209,NSEG-6,TLENT.6.

49,D,216,216,216.PIPE.216,215,NSEG-1,TLENT.1.

50,D,217,217,217 PIPE.217,216,NSEG-1.TLENT.1.

51,D,218,218,218 PIPE.218,217,NSEG-3,TLENT-3.

52,D,221,221,221PIPE.221,220, NSEG-1.TLENT.I.
M HX,53,D,222,222,222

M HX, 54,D,223,223,223

M HX, 55,D,224,224,224
C END OF LOX LINE

M HX, 56,C,225,225,
C TURN SPLIT

,DHS-2.9/12.,LU-JUNC, PA-STUBE

.DHS-2.9/12.,LU-JUNC, PA-LOSS,FK-.35

.DHS-2.9/12.,LU-JUNCPA-STUBE

DHS-2.9/12. LU-JUNC PA-LOSS,FK-.35

DHS-2.9/12. LU-JUNC PA-LOSS,FK-.35

DHS-2.9/12. LU-JUNCPA-STUBE

DHS-2.9/12. LU-JUNCPA-STUBE
PIPE.222,221,NSEG-.1

PIPE.223,222,NSEG-1

PIPE.224,223,NSEG,-1

TLENT-1. DHS-2.9/12. LU-JUNC

TLENT-1 . DHS-2.9/12 . LU-JUNC

TLENT-I., DHS-2.9/12., LU-JUNC

PA-LOSS,FK-0.0
PA-STUBE

PA-LOSS, FK-.35

225,PIPE.225,224,2000,NSEG-1,TLENT-l.,DHS-2.9/12.,LU.JUNC,PA.STUBE

M HX, 57,D,301,301,301,PIPE.301,194,NSEG.1,TLENT.l.,DHS.2.9/12.,

M HX, 58,D,302,302,302,PIPE.302,301,NSEG-1,TLENT.l.,DHS.2.9/12.,

M HX,59,D,303,303,303,PIPE. 303,302,NSEG-6,TLENT.6.,DHS.2.9/12.
C VENTURY

M HX, 60,D,309,309,309,PIPE.309,308,NSEC,.I,TLENT.l.,DHS.2.9/12.

M HX, 62,D,310,310,310,PIPE.310,309,NSEG.2,TLENT.2.,DHS.2.9/12.

M HX, 63,D,312,312,312,PIPE.312,311,NSEC_I,TLENT.l.,DHS.2.9/12.

M HXo64,D,313,313,313,PIPE.313,312,NSEG.1,TLENT.I.,DHS.2.9/12.,LU.JUNC, PA.STUBE

M HX_65_C_3_4_3_4_3_4_PIPE.3_4_313_2_4_N_EG-1_TLENT-1._DHS-2.9/_2._LU-JUNC_PA-L_SS_FK-.7_

LU-JUNC,PA-STUBE

LU-JUNC, PA-LOSS,FK-.35

,LU-JUNC, PA-STUBE

,LU-JUNC,PA-LOSS,FK-0.0

,LU-JUNC, PA-STUBE

,LU-JUNC, PA-LOSS,FK-.35
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LU PLY,2000 $ E_,UST

HEADER ARRAY DATA, PIPE

C K FOR AISI 304L SS (BTU/HR-FT-F)

2, -400.0, 2.0

-350.0, 4.0

-300.0, 5.1

-250.0, 6.0
-150.0, 7.0

-50.0, 8.0

I00.0, 9.0, END
C K SOFI BX-250

4, -460.0, 0.002S9

800.0, 0. 031696,END

HEADER USER DATA, PIPE

I -0.0

2 -0.0
3 -0.0

4 -0.0

5 -0.0

6 -0.0
7

8

9

10

11

12

13

14

-I0.E-5".01934"144. $ IN-HG--->PSIA

-0.0 $ PIPE SURFACE AREA

-.0228/3600. $ GN2 gas visc (LBM/FT-SEC) @250 R
-0.0 $ A/X FOR RADIAL COND END CAP

-0.0 $ A/X FOR COND SLIDING SPACER

-0.0 $ A/X FOR COND 45 DEG SPACER

-0.0 $ A/X FOR COND FIXED ANCHOR WING

-0.0 $ A/X FOR COND FIXED ANCHOR TO GROUND

HE_ER OPERATIONS DATA

BUILD PIPE,PIPE

DEFMOD PIPE

XK2 - PI* (XPIPOD**2-XPIPID**2)/4./144./I. 0
XKI - XK2/2.

XK3 - PI*(XVJOD**2-XVJID**2)/4./144./i.0

XK4 - 2.*PI*I.0/ALOG(XSOFOD/XPIPO_ FOR 1" OF BX'250

XKI0- 2.*PI*.25/12./ALOG(XVJOD/XPIPOD) $ RADIAL COND END CAP

XKll- 6.* (.25+.5)/1.43/12. $ COND SLIDING SPACER

XK12- 4.*.25'2.1/1.05/12. $ COND 45 DEG SPACER

XK13- 6.*.25/1.43/12. $ COND FIXED ANCHOR WING

XK14- 8.*.5/9.56/12. $ COND FIXED ANCHOR TO GROUND

F DO I0 ITEST-0,40

M CALL CONTRN ('PIPE ', 4001+ITEST, JTEST)

M CALL CONTRN ('PIPE ', 5001+ITEST, KTEST)
C SOFI CONVECTION TO AMB

M GLOBAL. G (JTEST) -CONV*P I*XSOFOD/12. *I. 0
C SOFI RADIATION TO AMB

M10 GLOBAL. G (KTEST) -. 1714E-8". 9"I ,*PI*XSOFOD/12. * 1.0

F DO 20 ITEST-0, 72

M CALL CONTRN ('PIPE ',2042+ITEST, JTEST)

M CALL CONTRN ('PIPE', 4042+ITEST,KTEST)

M CALL CONTRN (tPIPE ', 5042+ITEST, LTEST}
C VAC JACK INTERNAL RAD

M GLOBAL. G (JTEST) -. 1714E-8'. 18'I. *PI*XPIPOD/12./I. 0
C VAC JACK CONV TO AMB

M GLOBAL. G (KTEST) -CONV*P I *XVJOD/12 ' "i. 0
C VAC JACK RAD TO AMB

M20 GLOBAL. G (LTEST) -. 1714E-8". 90" i. *PI*XVJOD/12. * i. 0

F DO 30 ITEST-0,22
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M

M

C SOFI

M

C SOFI

M30

CALL CONTRN('PIPEt,4115+ITEST,JTEST)

CALL CONTRN('PIPE',5115+ITEST,KTEST}

CONVECTION TO AMB

GLOBAL.G(JTEST}-CONV*PI*XSOFOD/12.*I.0

RADIATION TO AMB

GLOBAL.G(KTEST)-.1714E-8*.9*I.*PI*XSOFOD/12.*I.0

F DO 40 ITEST-0,26

M CALL CONTRN('PIPE',2138+ITEST,JTEST)

M CALL CONTRN('PIPE',4138+ITEST,KTEST)

M CALL CONTRN('PIPE',5138+ITEST,LTEST}

C VAC JACK INTERNAL RAD

M GLOBAL.G(JTEST)-.1714E-8*.I8*I.*PI*XPIPOD/12./1.0

C VAC JACK CONV TO AMB

M GLOBAL.G(KTEST)-CONV*PI*XVJOD/12.*l.0
C VAC JACK RAD TO AMB

M40 GLOBAL.G(LTEST}-.1714E-8*.9*I.*PI*XVJOD/12.*I.0

F

M

M

C SOFI

M

C SOFI

M50

DO 50 ITEST-0,60
CALL CONTRN('PIPE',4165+ITEST,JTEST)

CALL CONTRN('PIPE',5165+ITEST,KTEST)

CONVECTION TO AMB

GLOBAL.G(JTEST)-CONV*PI*XSOFOD/12.*I_0 _;_ .......
RADIATION TO AMB

GLOBAL.G(KTEST)-.1714E-8*.9*I.*PI*XSOFOD/12.*I.0

F DO 60 ITEST-0,13
M CALL CONTRN('PIPE',4301+ITEST,JTEST)

M CALL CONTRN('PIPE',5301+ITEST,KTEST)
C BI-PASS SOFI CONVECTION TO AMB

M GLOBAL.G(JTEST)-CONV*PI*XSOFOD/12.*I.0
C BI-PASS SOFI RADIATION TO AMB

M60 GLOBAL.G(KTEST)-.1714E-8*.9*I.*PI*XSOFOD/12.*I.0

BUILDF PIPE, LINE
CALL FASTIC

CALL LMPTAB ('LINE' )

CALL TIETAB ('LINE ')

CALL PTHTAB ('LINE ')

C CALL (_MAP ('PIPE', 'QDB',0)

CALL TPRINT ('PIPE')

WRITE (NUSERI, 100)

WRITE (NUSER2, I00)

FORMAT (1X, '8', /

' LENGTH

' 0MOLC 0CONV

'I 2 3 4 5 6 7 8')

F

F

F100

F

F

TLOX TPIPE TSURF PLOX QCON/RAD '

_AD', /

F

M

M

M

M

M

M

M

M

M

M

M

F

F

M

DO 70 ITEST-0,148

CALL CONTRN ('PIPE', 2001+ITEST, JTEST)

CALL CONTRN ('PIPE ', 3001+ITEST, KTEST)

CALL CONTRN ('PIPE', 4001+ITEST, LTEST)

CALL CONTRN ('PIPE', 5001+ITEST, MTEST)

CALL (_METER iT (I+ITEST), T (1001+ITEST), GLOBAL. G (JTEST), QCOR)
IF (1+ ITEST. GT. 41. AND. I+ ITEST. LT. 114 )THEN

CALL RDTNQS (T (1001+ITEST), T (I+ITEST), GLOBAL.G (/IEST), OCOR)

CALL QMETER (T (I+ITEST), T (1001+ITEST), GLOBAL.G (KTEST), QMOLC)

ELSE IF (I+ITEST .GT. 136 .AND. I+ITEST. LT. 165) THEN

CALL RDTNOS (T (1001+ITEST), T (I+ITEST), GLOBAL.G (JTEST), QCOR)

CALL OMETER (T (I+ITEST), T (1001+ITEST), GLOBAL.G (KTEST), QMOLC)
ELSE

QMOLC-0.0

END IF

CALL OMETER (T (1001+ITEST| ,T3000, GLOBAL. G (LTEST} ,QCONV)
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M
M70

M

F

M
M

M

M

M

M

M
M

M

M

M

F

F

M

M

M71

M

FI01
F

CALL RDTNQS (T3000, T (1001+ITEST), GLOBAL. G (MTEST), QRAD}

WRITE (NUSER1, 101) (I+ITEST), LINE.TL (I+ITEST), T (I+ITEST),

T (1001+ITEST), LINE. PL (I+ITEST|, OCOR, QMOLC, QCONV, QRAD

DO 71 ITEST-149,224

CALL CONTRN ('PIPE', 2001+ITEST, JTEST)

CALL CONTRN ('PIPE', 3001+ITEST,KTEST)

CALL CONTRN ('PIPE ',4001+ITEST, LTEST)

CALL CONTRN ('PIPE ',5001+ITEST, MTEST)

CALL QMETER iT (I+ITEST), T (1001+ITEST), GLOBAL.G (JTEST), QCOR)

IF (I+ITEST. GT. 4 i. AND. I+ITEST. LT. 114 )THEN

CALL RDTN(_S (T (1001+ITEST), T (I+ITEST), GLOBAL. G (JTEST), QCOR)

CALL QMETER iT (I+ITEST), T (1001+ITEST), GLOBAL .G (KTEST), QMOLC)

ELSE IF (I+ITEST.GT. 136.AND. I+ITEST.LT. 165)THEN

CALL RDTNQS (T (1001+ITEST), T (I+ITEST), GLOBAL. G (JTEST), QCOR)
CALL QMETER iT (I+ITEST), T (1001+ITEST), GLOBAL.G (KTEST), QMOLC)

ELSE

QMOLC-0.0

END IF

CALL QMETER (T (1001+ITEST), T3000, GLOBAL. G (LTEST), QCONV)

CA/J_ RDTN(_S (T3000, T (I00 I+ITEST), GLOBAL. G (MTEST), QRAD)

WRITE (NUSER2, 101) (I+ITEST), LINE. TL (I+ITEST), T (I+ITEST),

T (I001+ITEST), LINE. PL (I+ITEST), QCOR, QMOLC, QCONV, QRAD

FORMAT (1X, I5, IX, IPE9.2, IX, IPE9.2, lX, 1PE9.2, 1X, IPE9.2, IX, 1PEg. 2,

• IX, IPEg.2, IX, IPEg.2, IX, IPEg.2)

HEADER VARIABLES 1,PIPE

C CHECK FOR GAS MOL COND

F DO 10 ITEST-O,72

M TTEST- iT (42+ITEST) +T (1042+ITEST))/2. +460.
XK6-(1.4+1.) / (1.4-1.) * ((32.2"1545.) / (8.*PI*28.*TTEST))**. 5"1.

XK8-P I*XP IPOD/I 2. *i.

CALL CONTRN ('PIPE', 3042+ITEST, JTEST)

M GLOBAL. G (JTEST} -XK6*XK7 *XK8"3600./778.
XLAMDA-3. *XKg/XKT* ((PI'1545. *TTEST) / (8. *32.2*28. )) **. 5

MI0 IF (XLAMDA. LE. ((XVJ_D-XPIPOD)/2./12. ))GLOBAL. G (JTEST) -0.0
C CHECK FOR GAS MOL COND

F DO 20 ITEST-0,26

M TTEST-(T (138+ITEST) +T (II38+ITEST))/2. +460.
XK6-(1.4+I.) / (1.4-i.)* ((32.2"1545.) / (8.*PI*28.*TTEST))**. 5"i.

XK8-PI*XP IPOD/12. *I.

M CALL CONTRN ('PIPE ', 3138+ITEST, JTEST)

M GLOBAL. G (JTEST) -XK6*XK7*XK8*3600./778.

XLAMDA-3. *XK9/XK7* ( (PI*1545. *TTEST) / (8. *32.2*28. ) )**. 5

M20 IF (XLAMDA. LE. ((XV/ID-XPIPOD)/2./12. ))GLOBAL. G (JTEST) -0 •0

HEADER FLOGIC 0,LINE
C CONVERT CV TO FK FOR VALVES AND VENTURIES

FK22-3.0E7* (AF22/VLVCV) **2 $ VALVE

FK201-3.0E7* (AF201/VLVCV) **2 $ VENTURI

FK202-3.0E7* (AF202/VLVCV) ** 2 $ VALVE

FK222-3.0E7* (AF222/VLVCV) **2 $ VALVE

FK309-3.0E7* (AF309/VLVCV) **2 $ VENTURI

FK310-3.0E7* (AF310/VLVCV) **2 $ VALVE

HEADER OUTPUT CALLS, PIPE
C

HEADER FPROP DATA, 7732,SI,0.0
C

C MORE COMPLETE OXYGEN TWO-PHASE (FROM 70 TO

C VAPOR PROPERTIES ARE FOR SATURATED VAPOR

C

RGAS - 8314.34/31.9988

120K, NEAR 90 K)
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C

C

C ***

C

TCRIT - 154.6

PCRIT - 5.04E6

ST - 0. 0132

TMIN - 70.0

PGMAX - 1.0E6

TGMAX - 120.0

ALTERNATE INPUTS FOR SUPERHEATED VAPOR PROPERTIES

THEN USE THE FOLLOWING LINES INSTEAD:--

TGMAX - 700.0

AT, VG,

AT 1 ATM

80.0,6.27E-6, 100.0,7.68E-6, 120.0,9.12E-6,

140.0, 10.6E-6, 155.0, 11.6E-6, 170.0, 12.7E-6,

300.0,20.7E-6, 400.0, 25.9E-6, 500.0, 30.5E-6,

700.0, 38.5E-6

AT, KG, 100.0,9.1E-3, 120.0,0.0109, 130.0,0.0119, 140.0,0.0128 ....

155.0,0.0142, 170.0,0.0156, 200.0,0.0182, 300.0,0.0267

400.0,0.0342, 500.0,0.0412, 600.0,0.0480, 700.0,0.0544
C *** END ALTERNATE INPUTS
C

C THE NEXT TWO LINES ARE FOR SA_TURATED VAPOR

CAT,VG, 80.0, 6.27E-6, i00.0, 7.72E-6, 120.0, 9.49E-6,

100.0,9.3E-3, 120.0,0.0124, 130.0,0.015_ _CAT, KG,

C

AT, DOME,
C ELSE:

C ELSE :

C ELSE:

C ELSE:

C ELSE:

54.34,

90.19,

AT, KL, 80.0,0.1623,

C 140.0,0.0796,

AT, VL, 80. O, 2.57E-4,

C 140.0, 7.8E-5,
C

AT, CPG, 80.0,909.8,

145.3, 242.37E3

60.0, 724.9, 238.26E3

70.0, 6253.0, 230.50E3

101325.0, 213.03E3

100.0, 0.254E6, 202.57E3

110.0, 0.534E6, 189.69E3

120.0, 1.022E6, 173.75E3

100.0,0.1372, 120.0,0.1096, 130.0,0.0949
150.0,0.0610

100.0, I.56E-4, 120.0,I.117E-4,
150.0,5.1E-5

130. O, 9.85E-6

200.0, 14.7E-6

600.0, 34.7E-6

130. O, 9.6E-5

170.0,909.8, 200.0,910.2, 300.0,918.4
400.0,941.5, 500.0,970.9, 600.0,1002., 700.0,1031.

AT, DL, 53.34,1309., 60.0,1282., 65.0,1259., 70.0,1238.,

75.0,1214., 80.0,1190., 85.0,1167., 90.0,1142.

95.0,1116., 100.0,1091., 105.0,1064., 110.0,1035.

115.0,1006., 120.0,973.7, 125.0,939.8

C 130.0,902.5, 135.0,861.3, 140.0,813.0, 145.0,755.3
END OF DATA

130.0,1.057E-5

222



n

THERMAL ANALYSIS OF N 9 4 - 2 3 6 5 0
COMBINATORIAL SOLID GEOMETRY MODELS

USING SINDA

Capt Diane Gerencser

Mr George Radke

Capt Rob Introne

Phillips Laboratory, Kirtland AFB, NM

Mr John Klosterman

Mr Dave Miklosovic

Battelle, Columbus, OH

SUMMARY

Algorithms have been developed using Monte Carlo techniques to determine the thermal

network parameters necessary to perform a finite difference analysis on Combinatorial Solid

Geometry (CSG) models. Orbital and laser fluxes as well as internal heat generation are modeled to
facilitate satellite modeling. The results of the thermal calculations are used to model the infra-red

(IR) images of targets and assess target vulnerability. Sample analyses and validation are

presented which demonstrate code products.

INTRODUCTION

CSG models of targets have been used for many years in performing various phenomenologic

analyses such as nuclear particle transport, kinetic energy weapon effects, survivability, susceptibility,

and lethality studies. Many CSG vehicle target description databases are under construction and

include highly detailed, three dimensional solid geometry models of red and blue, high value strategic

and tactical targets. Ideally, these data sets include all of the information necessary to perform

detailed thermal analysis for thermal performance simulation. Applications of thermal analysis on

these data sets include thermal design analysis, laser weapon effects survivability analysis, and IR

image synthesis for sensor and seeker performance of target susceptibility, acquisition and tracking,

simulation of system IR imaging, and automatic target recognition algorithm training.

SINDA and other network methods for thermal analysis algorithms have been successfully

employed to model many complex thermophysical systems. Their success may be partially credited

to the simplicity of modeling very complicated thermal control, radiative transfer and nonlinear

thermal problems. However, these codes are not usually linked directly to geometric solid geometry

models, and therefore the burden of constructing the input data has been placed on the code user.

Often, the only cross correlation for temperature predictions is a sketch or drawing and a node

number penciled in by hand.

At the Phillips Laboratory and Battelle Memorial Institute, algorithms have recently been

developed to marry the two technologies, allowing high resolution thermal analysis of these CSG

target sets for such studies. The algorithms include three dimensional geometry discretization,

thermal network parameter computation including interelemental radiative transfer computation,
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orbital and externalthermalenvironmentsimulation,transientsourcecomputationincludinginternal
heatgenerationsandthermalcontrol. The computeddatais then reformattedto a SINDA input file
formatfor transientor steadystatethermalpredictions. Theresultantthermalprofilesareexplicitly
linkedto thegeometricmodels. This correlationincreasesthe usefulnessof thedataby allowing IR
imageandsignaturepredictionsfrom thetotal setof geometry,thermophysical,thermoradiativeand
temperaturedata. Although originally created for imagery analysis, the algorithms were modified to
include time and space resolved laser fluxes. The thermal results of the laser loads on a target can be

used in vulnerability analysis. All of the algorithms are combined in a suite of codes collectively
named AutoSINDA.

THERMAL SOLVER CHOSEN

SINDA was chosen as the thermal solver for AutoSINDA for a variety of reasons. Its

application is flexible, able to model time and temperature dependent parameters, convection,

conduction, internal and external radiation, heat pipes, thermal control systems, and phase changes.

SINDA also allows programmable access through user defined variables and has many solution

schemes which allow both transient and steady state solutions. In addition, SINDA has been used and

tested for many years and has a heritage as a thermal analysiscode in the satellite community. The

SINDA code has a broad base of users within the community from which to draw expertise.

ALGORITHM DEVELOPMENT

Overview

An overview of the AutoSINDA codes is presented in Figure 1. The model is first discretized.

The discretized model has the same format as the original model and has lost no geometric fidelity.
Next the thermal network parameters are calculated using a Monte Carlo technique. Orbital loadings
are applied using only first incident absorption of solar and earth fluxes. Diffuse fluxes such as earth

shine is modeled as a distributed impressed flux. The result is an element/load table as a function of

time. All thermal network parameters and loads are reformatted for SINDA input. SINDA is then

used for transient thermal analysis. There is a one to one correspondence between the discretized

elements in the solid model and the SINDA nodes. The temperatures correlated to the discretized

geometry are used to determine laser effects or the resulting IR image of the target.

Assumptions

The AutoSINDA model is limited by the following assumptions: 1) all materials are opaque,

2) all materials are perfect diffuse or perfect specular, and 3) only first incident external radiative flux
absorption is modeled.

CSG Geometric Description

A combinatorial solid geometry model is described by Boolean combinations of solid

primitives. The lowest hierarchial unit of these models is called the "element" (not related to element

as in Finite Element). Each element should be composed of a contiguous solid material and have a
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single surface property or coating. An example of a single element would be a base plate for an

antenna or a panel for a structural housing.
Each element is a built by a combination of solid primitives. This entails complex intersections

and unions of void and solid ellipsoids, elliptical cones and polyhedra. Note that in general these

combinatorial intersections of volumes allows very complex solid descriptions in a compact format.

The target model is comprised of many elements assembled in a series of hierarchial sets to

describe the complete system model. Many of these models are quite detailed, modeled down to the

electronic card level.

Algorithm Basic Processes

In order to perform thermal analyses on the CSG descriptions, five basic processes are

executed on the geometry model. These are:

Process 1: Model Discretization

Process 2: Thermal Network Parameter Computation
Process 3: Environmental Simulation

Process 4: Application of Environmental Flux & Internal Heat Generations

Process 5: Data Reformatting to SINDA Input Deck

Model Discretization

For each element in the CSG model, a bounding box is found using the minimum and

maximum x, y, and z coordinates for the element. The number of divisions in each direction which

will produce a length less than or equal to the maximum mesh size, !..,. for that element is determined

by,

where r is the axis being divided and "int" takes the truncated integer of the expression. Each axis is

divided into n, equal segments. A plane going through each division is cut perpendicular to the axis.

Planes which cut through the x, y, and z axis intersect to form new boxes whose sides are at most l_x

long. Each box created that overlaps with any part of the original element is "ANDed" with the

original element using boolean algebra. This creates a new element in the discretized model. This

algorithm discretizes all elements in this "rectangular" manner and may create "strange" or very small

new elements. If an element from the original model has a convex surface, this discretization scheme

is undesirably susceptible to creating elements that are in two discontiguous pieces. In this case,

increasing the discrete resolution will reduce this anomaly.

Thermal Network Parameter Computation

A Monte Carlo technique is employed to determine volumes, surface areas, conductive

resistances, and radiative resistances. For each element, I, a sphere is found which completely

surrounds the element. The sphere is found by determining the minimum and maximum coordinates
for each primitive in the element (an element can be composed of several primitives which are

"ANDed" and "ORed" together). The maximum coordinate for the element is determined by the

maximum coordinate of all dement primitives that are "Ored" and the minimum maximum coordinate

for all the primitives that are "ANDed'. The minimum coordinate for the element is found similarly.
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Note that this technique is very simply and efficiently evaluated but does not necessarily find the

smallest sphere containing the element, which may be extremely complex.

The radius of this sphere is determined by,

The center of the sphere is located at the average coordinate,

_ + _._
x¢- 2

_C m

m

)'mix + Ya,/a

2

2

(3)

The cross-sectional area through the center of the sphere is given by,

A..._ - n_,, = (4)

Rays are shot in an inward random direction from a random location on the surface of the

surrounding sphere. A total of _ are shot. The number of times a ray hits the surface of the
element, nbj, is recorded. Every time a ray hits the surface of the element, there is one entrance and

one exit point. For every hit, the distance traveled through the element from the entrance to the exit

point, dL, is recorded. The total length traveled through the element is determined by summing the
distances traveled through the element from each hit,

L-E Eazj
I-I ]-1

The volume of the element is determined by,

I"l. __L4_ (6)
?lmjw

The surface area of the element is determined by,

4 n_am A_
Z u - (7)

?lra,_

For every entrance and exit point that a ray found, a ray is shot from that location on the

surface of the element in the outward normal direction. The ray is tracked until it either hits another
element or escapes to space. If the ray hits another element, k, the distance traveled to the element k

is determined. If the distance traveled is less than a tolerance distance for conduction, the point
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wherethe ray originatedis locatedon a conductivesurface. The numberof times a point on a
conductiveareais foundfrom the elementI to elementk, is collectedin r_,_.k. If the origination
point is locatedon a conductivesurface,a ray is shot from that location in the inward normal
directionuntil it exits theelement. The distancetraveledto the exit of elementI is recordedin the
arraydk. WhentherayexitselementI, a checkis madeto seeif it conductsto the sameelement,k,
at thatlocation. If it does,dk is dividedby two. The distanceto theconductivecenterfrom element
I to k will bedeterminedby half theaveragevalueof 6,. Thereasondkis dividedby two if theray
conductsto elementk on bothsidesof elementI, is thatinsteadof heatflowing throughelementI,
heatwill flow in the inward/outwarddirectionfrom theelement.

For everyentranceand exit point foundthat is not locatedon a conductivearea,the energy
that is.emittedfrom the elementto all the otherelementsandspaceis found. A ray is shot in a
randomoutwarddirection.Theray is givenan initial energyweight,_o,of:

(8)

The ray is tracked until it either hits another element or escapes to space. If the ray escapes to space,

the remaining weight, _o, is added to F._,._ and the ray is terminated. If the ray hits an element, k,

the energy deposited in El_ is determined by,

The weight of the ray is reduced by the energy deposited in the element it hit,

(10)

The ray continues in a random direction from the point it hit on element k until an exit criteria is met.

Exit criteria are in the form of a maximum number of reflections made by the ray and fraction of

original weight left in the ray.

The thermal network from element I to all other elements and space is determined. For every

element k that element I conducts to, the conductive area between I and k is found by,

A _,z,r-_ . 2 n,_ A _,om (11)
/'/ra_

The average length, L,v,.___, from the "center" of element I that is normal to the conductive area,

Ao**a._._is found by,

E4
l_"t " 2n,:,,_,k l-x

(12)

The non-linear radiative conductance (inverse of resistance) from element I to element k is contained

in _.

Upon completion of this algorithm for every element, the arrays from i to j and j to i are

combined. Since the conductive area between element i and j is computed separately for element i

and element j, they must be combined. A weighted average between the two areas is taken. They

are weighted by the cross-sectional area of the other's surrounding cylinder,
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Aa,,._/

,4_ (13)

A_._ + A,:n_.

The conductive resistance from element i to element j can then be determined by,

(14)

where k_,_ is the thermal conductivity. The "resistive" conductor between element i and element j is
found by adding the two resistors in series from the elements to the conductive area,

The conductive heat flow between element i and j is then found by taking the inverse of the
resistance.

To find the radiative heat flow between element i and j, a weighted average between E_ and
E_ is taken. They are weighted the same way as the areas,

j + (16)

Environmental Simulation

Environmental simulation is accomplished using a standard orbital code which reads the orbital

elements and epoch of the satellite and writes the satellite ephemeris to a data file. This information

includes the direct solar flux and direction, the earth shine flux, the solar albedo flux and the

orientation of the satellite with respect to the earth.

Application of External Fluxes & Internal Heat Generations

The direct sun, laser flux, and earth albedo are modeled as collimated loads. Although the

earth albedo is by no means collimated, this model is implemented for computational simplicity. This

model does conserve the energy of the earth albedo, primarily making the gross approximation in the
directional distribution.

Earthshine is modeled in a distributed fashion. Thedistributed earthshine is modeled as

originating from a fiat earth disk, broken into 13 sections of equal area. Each area radiates one

thirteenth of the total earth flux on the space object. The disk radius is defined as,

rd - r, _no (17)

where
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0 - atan_/a2 + 2_ (18)

and

u
altitude of _tellite (19)

r,

and r, is the IR apparent radius of the earth,

r t = 6378.2 km+ 30 km(/R apparent atmosphere)
(20)

The disk is broken into an inner disk, a four-piece middle annulus, and an eight-piece outer annulus.

The area of each of the thirteen sections is,

As'_' " 13

(21)

The radius of the inner circle is,

r4 (22)
T/aM,-

The outer radius of the middle annulus is,

rsad_, aaaa/as

(23)

The middle annulus is sectioned at 0, 90, 180, and 270 degrees. The outer annulus is sectioned at 0,

45, 90, 135, 180, 225, 270, and 315 degrees.
The effective directions for eachsection to impinge the satellite is modeled deterministically as

coming from a point at the center of each sector. The center is defined by the area average radius for
the annulus sectors and the center of the circle for the inner circle sector. Each direction is assigned

one thirteenth of the total earthshine flux.

The flux and direction of all external loads are applied to the solid model by ray tracing.

Currently only first-incidence actions of externally applied loads are modeled. The absorbed flux
going into each element is numerically evaluated by ray tracing the entire model in a semi-systematic

uniform grid. The grid is defined by the square which surrounds the circle defined by the model-

enveloping sphere. The enveloping sphere is defined as the sphere centered on the models bounding

rectangular box with a radius extending to the bounding box's corner. Ray tracing is accomplished

through a user-specified mesh size.
The radiant heat transfer into each element from loads other than laser loads is calculated by

multiplying the number of hits on the element, the area each ray represents, the spectral (or banded)

absorptivity of each element, and the uniform incident flux of the load. Since laser loads do not have
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uniformflux, the lasermodelemploysrayswith an energy equal to its representative area times the

radial variation of flux according to the gaussian laser profile,

(24)

where _ is the peak flux (central intensity) of the laser, r is the radial distance from the ray being

traced to the aim point of the target, and a is the Gaussian deviation parameter for characterizing the
spot size.

Internal Heat Generations:

Internal loadings can be specified as a constant heat generation or an on/off thermal control

heat generation. The internal heats are assigned to the geometry model's original elements before
discretization and are then distributed to the discrete elements based on mass fraction.

Data Reformat to SINDA Input Deck

Upon completion of the four previous processes, all necessary data to perform thermal analysis

now exists. The data is formatted to a SINDA compatible input deck and subsequently submitted to

the SINDA process. This reformatting operation allows the use of both temperature dependent or

independent material properties. The option to cyclically repeat a single orbit is also allowed. Any
of the SINDA transient solution schemes may be used as well as the steady state solvers.

SAMPLE CASES

Conductive Model Validation

Case 1" Solid Cube with a Zero Temperature Boundary Condition

Two samples cases were created to test the validity of the conduction method, the first sample

case is a box with sides length 5 era. The temperature of the box is initially 100 K when a zero

temperature is imposed at the boundary for times greater than 0. In order to apply the above

algorithms, a thin shell. 1 cm thick is modeled around the box. The analytical solution tbr a box with

sides of 5 and 5.1 cm is compared to the solution predicted by the algorithms for different mesh sizes

in Table I. In the table, n is the number of divisions in the x, y, and z directions.

As the mesh size gets finer (n gets larger), the algorithms approach the analytical solution with

the exception of the finest discretization. The final column in Table 1 shows a divergent behavior as

the number of divisions was increased to 17 in each direction. This is probably caused by numerical
round-off errors.

Case 2: Sphere with a Zero Temperature Boundary Condition

The second sample case is a sphere with radius 5 cm initially set to 100 K when a zero

temperature is imposed at the boundary tbr times greater than 0. Again, in order to apply the above

algorithms, a thin shell 0.1 cm thick is modeled around the sphere. The analytical solution for the

sphere with radii of 5 and 5.1 cm is compared to the solution predicted by the algorithms for different
mesh sizes in Table 2.
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Table I Comparison of the temperature at the center of the box between the analytical solution

and the numerical approximation

time

(s)

n=3 n=6

1 88.2 79.7

2 33.2 21.7

anal anal

(5cm) (5.Icm)

69.8 72.0

26.9 29.0

9.8 II.0

3.5 4.1

1.3 1.6

0.5 0.6

0.2 0.2

0.i 0.I

7

74.2

29.8

n=ll n=17

71.6 73.8

28.8 30.4

3 0.0 7.4 11.2 I0.9 11.7

4 0.0 2.3 4.2 4.1 4.5

5 0.0 0.7 1.6 1.5 1.7

6 0.0 0.2 0.6 0.6 0.7

0.0 0.I 0.2 0.2 0.3

0.I0.0 0.I0.0 0.I

Radiative Transfer Validation

In order to validate the radiative transfer model, a simple test geometry was constructed using

the solid geometry modeling software. A 6 sided hollow box was created 3 x 4 x 5 cm in internal

dimensions x, y and z respectively. Note that the radiative transfer mechanism accounts for both
internal and external radiative heat transfer, so it was necessary to ensure that this box was

constructed with no external view factors. Two methods were used to compute the radiative heat

transfer coefficients.

The first method involved using a 6 facet analytical model for 6 simple view factors. This

method assumes uniform distribution of all irradiance and radiosity. The method of Gebhart was used

to find the radiative interchange factors and the K,.u matrix.
The second method involved discretizing each face of the box and numerically computing view

factors for each small element within the faces. Upon determining the hundreds of view factors, the

method of Gebhart was used to compute the radiative transfer factors. The large matrix of radiative

interchange factors then had to be summed over each face using the appropriate summation principles.

Note that the AutoSINDA algorithms inherently model the second case more accurately as it does not

assume the uniform irradiance and radiosity distribution.
The two distinct methods were chosen to allow complete comparison, knowing that the second

method models the radiative transfer more accurately. Table 3 summarizes the model of the 6 sided

box and its 300K broad band radiative properties.

Case 1:6 Node Analytical Radiative Transfer

The internal radiative interchange factors for this geometry, K_d, were computed using a

simple 6 node view factor analysis of the 6 sides of the box. This was done analytically using the

view factor formula for two right plates with a common edge. The method of Gebhart was used to
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TableII Comparisonof thetemperatureatthecenterof aspherebetweentheanalytical
solutionandthenumericalsolution

time
(s)

anal

(5.0)

anal

(5.I)

n=4 n-6 n=ll n=13

1 99.6 99.7 93.3 97.1 99.4 99.5

2 88.7 90.0 78.5 84.7

4

71.2

53.2

38.0

28.2

20.4

14.7

68.9 62.8

49.2

38.0

29.2

22.4

68.5

53.2

40.5

30.6

22.9

91.1

75.1

58.3

44.2

33.1

24.6

91.2

74.9

57.9

43.7

32.6

24.2

50.6

36.5

26.1

18.6

8 13.3 17.1 17.2 18.3 17.9

9 9.5 10.6 13.1 12.9 13.6 13.3

10 7.7 10.0 9.6 10.1 9.8

7.2

5.43.4

11

12

5.5 7.6

4.1

3.1

5.8

4.4

3.4

4.0

2.9 4.0

3.02.0

13

14

mathematically compute the radiative interchange factors and the resultant K,_ matrix.

Case 2:6 Node, Discretized Radiative Transfer

The internal radiative transfer was modeled by discretizing each face of the box. Ideally this
will increase the accuracy of the radiative interchange. However, since the AutoSINDA radiative

transfer algorithms only tabulate this data in the 6x6 matrix, this very large set of data had to be

summed over the subelements within each face to back out the net radiative interchange for each of
the six faces.

Radiative Transfer Validation Results

AutoSINDA was executed on the 6 sided solid geometry model using 10 thousand rays per
element, allowing a maximum of 30 reflections per ray. A mixed mode reflective model was chosen

allowing both photon analog radiative transfer propagation as well as the continuous ray progression.
The execution time tbr this case is on the order of 30 seconds wall clock time for a SunSPARC I0.
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Table III PhysicalModel of the 3x4x5 cm Box for Validation

Box

Face

1

2

3

4

Outward Face Area,

Normal cm:

Material Broadband

Emissivity

-X 20.0 Cast Aluminum Alloy, Type 360 0.200

+X 20.0 Aluminized Kapton 1, Kapton side out 0.740
r ,

-Y 15.0 Carbon Black Tedlar Film 0.800

+Y 15.0 0.030Highly Reflective Aluminum Alloy,
2024-A1

5 -Z 12.0 White Paint, Chemglaze A276 0.881

6 +Z 12.0 Black Paint, Chemglaze A382 0.975

Table IV shows the results of AutoSINDA in comparison to both of the methods described

above. Overall, the mean deviation for the six node view factor method is about 4% with a

maximum deviation of 24%, so the comparison against the simple 6 node model is quite unacceptable.

However, using the more accurate many node model, the mean deviation falls to only 2 % with
a maximum deviation on the order of 5%, an increase of almost 5 times the accuracy. Hence it is

concluded that the AutoSINDA algorithms compare very well with the more accurate method of

computing the radiative transfer.

SAMPLE OF COMPLICATED GEOMETRY

As a sample of a complicated geometry, Figure 2 shows a spiral antenna attached to a fiat piate

which has been subjected to orbital and laser loadings. This example is not presented to compare to

analytical or measured data, but merely to show the range of applications and the usefulness of data

visualization.
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Table IV Results of the Radiative Transfer Validation

,,, ,,

Box

Faces

AutoSINDA Results

[W/K']
Analytic Results

6 Surface Elements 600 Surface Elements

K_,D % e K _D % e
,., . ..... m

i

1-2 7.06995x 10°12 7.22104x 10"12 2.14 7.16098x 10"t2 1.29

1-3 5.04044x10012 5.10710x 10"12 1.32 5. I0193x 10"t2 1.22

1.65488x100 _ 1.68235x1001:3 1.66 1.73681x10 "13 4.96

4.52019x100 n

4.87479x100 _2

4.55183x100 Iz 0.70 4.56767x10 "l: 1.05

5.09267x100 t: 4.47 5.06076x10 "12 3.82

I-4

I-5

I-6

2-3 2.11906x100 It 2.18800x10 "ll 3.26 2.17028x10 "ll 2.42

2-4 7.23058x10013 7.20755x10 "1:3 -0.32 7.32650x10 "1:_ 1.33

2-5 1.90117x10 ''1 1.95011x100 H 2.58 1.93365x 10"H 1.71

2-6 2.09295x100" 2.18181x100 II 4.25 2.14510x10 "it 2.49

5.75225x100 _3

3-4 5.39125x100 _3 5.66541x100 t_ 5.09 5.40254x10 "t3 0.21

3-5 1.47630x100" 1.56077x1_ H 5.72 1.53137x10 "tl 3.73

3-6 1.68516x1_ u 1.74621x100 H 3.63 1.69953x10 "u 0.85

4-5 5.11129x100 t3 5.14137x1_ 13 0.59 5.19854x10 "_ 1.71

4-6 5.64379xi_ t3

1.i0285x100"

1.92

23.85-6

5.75496x10 "t3

1.12036x10 "H1.36538x100 tl

1.97

1.5
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CONVECTION EQUATION MODELING: .N 9 4: -" _ 3 6 5 ].

A NON-ITERATIVE DIRECT MATRIX SOLUTION ALGORITHM

FOR USE WITH SINDA

Dean S. Schrage
Sverdrup Technology Inc.

Lewis Research Center Group
Brook Park, Ohio 44142

ABSTRACT

The determination of the boundary conditions for a component-level analysis,

applying discrete finite element and finite difference modeling techniques often requires
an analysis of complex coupled phenomenon that cannot be described algebraically. For
example, an analysis of the temperature field of a coldplate surface with an integral fluid
loop requires a solution to the parabolic heat equation and also requires the boundary
conditions that describe the local fluid temperature. However, the local fluid temperature
is described by a convection equation that can only be solved with the knowledge of the

locally-coupled coldplate temperatures. Generally speaking, it is not computationally
efficient, and sometimes, not even possible to perform a direct, coupled phenomenon
analysis of the component-level and boundary condition models within a single analysis
code. An alternative is to perform a disjoint analysis, but transmit the necessary
information between models during the simulation to provide an indirect coupling. For this
approach to be effective, the component-level model retains full detail while the boundary
condition model is simplified to provide a fast, first-order prediction of the phenomenon
in question. Specifically for the present study, the coldplate structure is analyzed with a
discrete, numerical model (SINDA) while the fluid loop convection equation is analyzed
with a discrete, analytical model (direct matrix solution). This indirect coupling allows a
satisfactory prediction of the boundary condition, while not subjugating the overall
computational efficiency of the component-level analysis. In the present study a
discussion of the complete analysis of the derivation and direct matrix solution algorithm
of the convection equation is presented. Discretization is analyzed and discussed to
extend of solution accuracy, stability and computation speed. Case studies considering
a pulsed and harmonic inlet disturbance to the fluid loop are analyzed to assist in the

discussion of numerical dissipation and accuracy. In addition, the issues of code melding
or integration with standard class solvers such as SINDA are discussed to advise the user
of the potential problems to be encountered.

NOMENCLATURE

C = Courant Number (U At / _x)

Cp = specific heat (W s / kg °C)
e = total specific energy (W s / kg)

PRIKPi_D}Nt; PAGE I_LA_K NOT FILMED
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E.. = global error

G = thermal conductance (W / °C)
h - enthalpy (W s / kg)
h" = effective heat transfer coefficient (W / m 2)
H = enthalpy flux (W)
k = thermal conductivity (W / m °C)
L = total tube length (m)

rh = mass flowrate (kg / s)
P = pressure (N / m 2)

= heat load (W)

t = time (s)
T = temperature (oc)

? = temperature, actual equation solved (°C) ......

u = specific internal energy (W s / kg)
U = flow velocity (m / s)

x = space (m)

Greek

= thermal diffusivity (k / p Cp) (m" / s):_ _-;_
(z = effective thermal diffusivity flux (s-1)
& = denotes difference

P = dens_y (kg / m 3)
'_ = fluid transit time (s)

j =

Superscripts and Subscripts

space increment
time increment

INTRODUCTION

The process of convection (or advection) involves the transport of a scalar property
within the confines of a motive flow, traveling a finite velocity. If the convected quantity
represents the fluid enthalpy (or temperature as will be shown), then energy is transported
by the convection of the fluid at a particular enthalpy and flow velocity. In this case, a
disturbance in the inlet temperature (enthalpy) would be convected along the length of

a conduit in space and time. By constructing a differential control volume and performing
a transient energy balance, the first-order wave or convection equation can be derived
by balancing heat addition with transient heating and convection enthalpy. Figure 1

shows the control volume with an inlet and outlet enthalpy flux (H) and differential heating
(dQ) from a target sink surface (coldplate). The transient energy balance can be written
according to:
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Con du it dx

: Hx+dxHx , :

k..... " U

Coldplate

I [ dq
Flgure I. Convection Model

8
d_ = _t /_e dM + Hx._ - Hx

dd-ddT÷ddA

(1)

Terms e, H, dQ are the total specific energy, enthalpy flux and total heat conduction
respectively. The total specific energy is the sum of the internal, kinetic and potential
energies while the enthaipy flux is a product of the local mass flowrate and local flow
enthalpy. Terms dQT and dQA are transverse and axial heat conduction terms,
respectively. The transverse heat conduction term represents the conduction into the
control volume from the local coldplate, while the axial heat conduction term represents
the net heat conduction into the control volume from the upstream and downstream fluid
layers. Generally, the axial heat conduction term is assumed to be small in comparison
to the convection process and for the present study, axial conduction is neglected 1. The
above terms can be expanded according to:

t By normalizing the equations, assuming the convection term is of the same magnitude as the
capaci_u_ce term, it can be shown that the axial conduction term will be negligible provided that:

=k = _-_.=.= 1
L=pC L =

For the present study this ratio is approximately O.I.
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H,._ -H x . rhhx - (rhhx÷arhh _
ax_

e = u + KE + PE

u=h P
P

dO. dG(T. - T)

(2)

At this point itis a_pro_datet0 m_Ee_several simpii_ing assumptions. First, we

can generally neglect changes in kinetic and potential energy. Next, if we assume an
incompressible fluid, then the pressure dependence Can be eliminated and we can

formulate a simple state equation to relate enthalpy to temperature. With this, Eqns. 1
and 2 can be combined to yield:

8T+uaT ='(T. - T)

U .L
T

(3)

Equation 3 is the first-order convection _q6ation that describes the local fluid

temperature (3") as a function of both time and one-dimensional space along the length
of the conduit. Parameters U and _" are the fluid flow velocity and effective thermal

diffusivity flux, respectively, and is a compact notation to describing the relevant features

of the convection process (geometry, flow velocity and coldplate coupling, thermal-
physical properties). The effective thermal diffusivity flux is written:

.=

E

h'DHL
,," - (4)

zrhC

This parameter describes the relative strength of the thermal coupling between the tube
and the local sink surface. For Example, when 'c --> O, the energy transport is dominated

by local conduction to the sink; when h" _ O, the energy transport is dominated by fluid
convection.

In its appearance, Eqn. 3 is linear, in-homogeneous = with constant coefficients and

should yield to an analytical solution? However, as addressed in the abstract, the present

a The equation is in-homogeneous because of the presence of the source term, T. which varies in
b'me and space.

s An inhomogeneous ordinary differential equation can be described along a characteristic fine _ =
x - Ut) and solved specifically for those regions where either the initial conditions or the boundary
conditions effect the solution.
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study deals with the feature of a coupled boundary condition. The source term in Eqn.
3 is determined from the coupled boundary condition of the local coldplate temperature:

Thus the source term cannot be decoupled from the dependent variable - at least not

analytically. This interdependence between boundary cOnditions is the impetus for the
present study - to develop a suitable means to coordinating a solution of Eqn. 3 with the
boundary conditions (coldplate temperatures) put forth from a discrete finite difference
model.

ANALYSIS

If, because of the coldplate coupling, that analytical solutions to Eqn. 3 are
intractable, we must resort to a numerical solution, preferably a finite difference technique.
Consider then a discrete numerical approach. Equation 3 appears innocuous. The partial
derivatives are first order, not mixed and the equation is linear. It would be desirable to

develop an explicit discrete equation, or discretization, that would not require iteration at
each time step - this in order to generate a rapid disjoint solution discussed in the
abstract. To satisfy this, we could use forward differencing in time and central

differencing in space:

a! -d
ot At

¢3T TI, - TZ,
ax PAx

(S)

Superscripts (j) indicate time and subscripts (i) indicate space. Substituting Eqns. 5 into
Eqn. 3, and assuming for the sake of convenience that the fluid loop is thermally

decoupled from the coidplate (¢" = 0), we can write the discrete difference equation
(kernel):

T_/1 C'T/ TI,). r/• "i' "-

c.U_.___t
Ax

(s)

This kemel is referred to as the Euler forward, centered difference (EFCD).

Equation 6 is explicit such that we solve for the future time (j+l) temperatures based on
old (j) values, so the numerical solution would consist of a simple marching scheme.
Without the need for iteration, the EFCD kernel iscomputationaily efficient. However, this
is not a sufficient criteria to select this kernel - above all, the scheme must also be

numerically stable. We can evaluate stability in a macroscopic manner by computing the

4 The coldplate temperature is given from the solutionof the parabolic heat equation with the
boundary conditionsdeterminedfromthe local fluid temperature.
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actual equation solved by the discrete representation of Eqn. 6. We do this by letting the

discrete values interpolate the continuous values of an effective temperature (?), where

TjJ---> t(t t, _). If we expand, in a Taylor series, those discrete values away from i,j, then
the actual equation solved is simply the original convection equation with a remainder
term:

aj + u a__t. u= t a=t + orde At=, x=) (7)
at ax 2 ax2

The remainder term is composed of a second partial of T with respect to x (and
other higher order mixed partials). This term is exactly representative of axial diffusion
or conduction, but it is numerically generated and not physical. It is true that the
magnitude of the axial conduction is small for a small value of Z_t, but the fact that the

leading coefficient is negative results in a solution that will always grow without bound
after a finite number of recursive solutions of Eqn. 6. Thus, the Euler forward, centered
difference kernel (Eqn. 6) is unstable and should not be used.

While the use of Taylor series to determine the actual equation solved is a suitable
approach to eliminate those kemels that create deleterious artificial phenomenon, there

are more sophisticated approaches to determining the subtleties of numerical stability of
a differencing kernels (Strauss, 1992). These techniques are used to analyze some 12
difference kernels applied to the one-dimensional convection equation in Anderson et al.
(1984); some general conclusions from the Anderson et al. study are:

o all differencing kernel possess inaccuracy as a result of truncation error

o truncation error creates numerical dissipation and dispersion phenomenon s

Crank-Nicolson Kernel

Selection of a kernel requires a careful trade of the computational requirements
(explicit versus implicit solutions) and the effects of the spurious numerical phenomenon
weighed against the assumptions applied to the system at hand e. In the present study,
we desire a kernel that will produce a negligible dissipation and will require a minimum

of computation. The former criteria tends to associate with implicit, centered point
kernels, while the latter criteria, with non-iterative explicit kernels.

The Crank-Nicolson centered-difference (CNCD) kernel is implicit, can be

s Dissipation results from even order partial derivative terms and has the effect of introducing a spurious
axial conduction. Dispersion resu/ts from odd order partial derivative terms and has the effect of changing
the phase relationships between waves. The combination of dissipation and dispersion is terms diffusion
(Anderson et al., 1984).

8 To elaborate, one should weigh the assumptions made in the analysis w#h the noted effects created
by the kernel. For example, if the convection equation is derived by neglecting an axial conduction term,
then a comparable amount of spurious dissipation would be considered acceptable. However, it is difficult
to determining the magnitude of the injected numerical dissipation.
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described in a matrix form suitable for a direct matrix inversion and possess second order

accuracy in time and space. The kernel is formed analogous to the EFCD kernel above,
but includes a present-time space difference for stability:

TI,-T/,
4,

aT. 2&x 2_x
ax 2

(s)

The actual equation solved by the CNCD kernel creates numerical dispersion. (a

remaining odd-ordered partial derivative term), but is unconditionally stable for any time

step.
At this point, we have discussed the development of the kernel with a constant

space incremental (L_x). We can generalize the CNCD kernel to apply a variable spatial
step size 7. We begin by creating a differencing scheme to approximate the space
derivative with varying step size according to:

dr. a f_1 ÷ b f, 4, c f,, (9)

r This is necessary in order to simulation fluid networks that have variable sized nodes - a feature
in the present study.
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The leading coefficients, a, b, c are determined by applying a Taylor series
expansion to approximate the function away for the discrete local i valuesS:

-1

Ax1(1+_

C as

R 2

&x_(1+R) (10)

R. A___
Ax=

_rl - xl - xl_l

_r2 "x_,1 -xl

By combining Eqns. 9, 10 with Eqn. 3, the extended CNCD kernel can be written:

c oT/,, • != ÷
A.a___U

2

B- ! + b_uu+ =--
At 2 2

c. e___uu (11)
2

O • -A

E= 1 bU ¢"
At 2 2

F .= -C

Equation 11 describes a system of discrete equations for each node (i = 1 to N).
in order to apply the kernel over the discrete domain from i = 1 to N we need to perform

a conditioning of the first and last equations. At the first node (i = 1), a boundary value
of T_I. o is required. This value is the specified inlet fluid temperature to the fluid loop (as
a function of time). At the last node, the kernel requires a value of T,+_, but this value
does not exist. This is circumvented by simply adjusting the local values of the derivative

* The details of this are excluded, but can be found in most treatise on numerical analysis

techniques. Briefly, the method involves substituting the Taylor series expansions for each discrete

value and observing the coefficients of each derivative terms. Three independent equations are
created to solve for a, b, c.
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coefficients, a, b, c to apply a backwards-differencing in space at this last nodeg:

for/=N

_-0

(12)

We can now generate a tri-diagonal matrix equation according to:

ABC

BC

ABC

ABC

T1 ' _i

7"=

Ts

TNi

EF

DEF

DEF

DEF

tf

7"=

rs

T_2

,,"T.,, +Oro1- A
='T,.,=

tt * T.,,3

•T.,,N_=

_¢* T.,,N- 1

_. * T.,,N

(13)

In compressed form, Eqn. 13 can be simplified and we can solve for the future time (j+l)
values of temperature by multiplying both sides by the inverse of the leading matrix:

-[tql +[tj
liT' " [_i-'INJ[_]+ l_J-llf'J

(14)

At this stage, Eqn. 14 is usually solved numerically, typically with a Gauss-Siedel or an
over-relaxation method. Under the best of conditions, either of these methods converge
to a solution with a finite number of iterations with sucessive substitutions of pervious

solutions. This process can be computationaily expensive especially if the boundary
conditions need to be updated frequently. Alternatively, because matrix M is sparse,
square, td-diagonal, we can apply a direct solution technique to determine M"1. A well-

established approach to finding the solution of Eqn. 14 is to use LU decomposition.
Briefly, this technique involves creating lower and upper diagonal matrices that are
manipulated to yield a direct solution with minimal storage requirements. Development

o Because the backwards difference is only first order accurate in space at the last node, the overall
order of the entire solution is somewhat less than second order - unfortunate indeed but unavoidable.
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of this method is quite standard and is excluded for the sake of brevity. The interested
reader is referred to Gerald and Wheatly (1984).

The necessary conditions for the LU decomposition is that M must be diagonally
dominant. This in effect, does pose a limit on the selection of time step At for a given ,_x
because these parameters describe the respective diagonals of M. Diagonal dominance
will be observed if:

2

In the special case of b = 0 (uniform node size) and o_"= 0 (coldplate decoupled),

Eqn. 15 can be more appropriately expressed as a function of the Courant number (C):

C - At______U
Z_X (lS)

_2

This restriction is mitigated by the fact that diagonally dominance will be enhance by
coldplate plate coupling. Therefore, Eqn. 16 should be considered a rough criteria in
selecting the time step. Regardless, the user should be aware that accuracy decreases
with increasing time step, and so in general, C should be made as small as possible.

CASE STUDIES

In this section, the direct solution to Eqn. 14 is presented in both time and Space
for the cases of the inlet fluid temperature described by: a pulse function; a harmonic

function. The pulse function will be used to demonstrate the features of spurious
dispersion. The harmonic function, for which an exact solution exists, is used to

determine the global error and method order. In both cases, the fluid is decoupled from
the baseplate in which case we are solving the homogeneous convection equation. The
space domain is divided into 100 equal sized nodes with C = 1.

Pulse Inlet Temperature

A pulse boundary condition is analogous to a sudden burst change in inlet fluid
temperature for a finite length of time, then reverting back to the original pre-disturbance
value. The pulse or square wave, in the absence of any dissipation, should retain its
original shape and form along the characteristics. That is, the temperature disturbance

should be convected at the velocity U and should retain the stepped nature of the original
disturbance along lines where x - Ut is a constant, in this test, the magnitude and time

duration of the pulse are both unity. Figure 2 presents a three dimensional plot of
temperature versus time and space. The general trends indicate that the pulse does not

dissipate forward into the flow as indicated by the sharp ridge that defines the leading
characteristic. However, in regions behind or downstream of the pulse, the surface is
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Figure 2. Pulsed Disturbance

wavy which means that there are residual effects of the disturbance that has since left
the region. This is the result of dispersion, and is exacerbated by the fact that we have
used a discontinuous step function for the disturbance.

Harmonic Inlet Temperature

A harmonic disturbance is useful to study from the standpoint of determining the
global error and the overall method order. In this case we define the inlet temperature

as To = sin(2 = t) ; the exact solution is given:

7_t,x) - sin(2 :(t- x.)) (17)
U

Figure 3 presents the time-space plot of temperature. We immediately see that
dispersion of the waves is diminished in comparison to the pulse disturbance.

The global error (E.) of a method is the maximum absolute difference between the
numerical and exact solutions. We can compute E. for several values of Courant number

to establish the dependence between discretization on accuracy. In general, the global
error increases with Courant number as depicted in Figure 4. We can determine an
approximate method order if we assume that the global error is a function of the time and
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Figure 3. Harmonic Disturbance

L

space increments according to:

E. - a &tP+b &x ° (18)

For a constant space increment, we can rewrite Eqn. 19 as a function of the Courant
number:

E.=jCP.6 (19)

Now if we have two successive values of E.. for corresponding values of C, and if we

assume the coefficients J, 6 do not change for the small change in C, then we can
compute the method order P according to:

log(c,)-_g(c_ (2o)

Equation 20 predicts a nominal value P = 1.8. This means that the overall order
of the method is slightly less than second order. This is expected because a backwards
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Figure 4. Global Error

difference kemel, of first order accuracy, is applied at the node N. First order
inaccuracies generated at the last node tend to propagate into the solution domain,
reducing the overall solution order. Overall, a specified method order should be
considered approximate and will yield to the practical considerations of discretization and
the application of boundary conditions.

MELDING WITH STANDARD CLASS SOLVERS

The CNCD solution algorithm with LU matrix decomposition routine was
programmed in FORTRAN in a structured subroutine form. The inputs to the code are
the time, time step (Courant number), appropriate geometry and thermal physical
properties and boundary and initial conditions (coldplate and inlet fluid temperatures
respectively). The code can be executed independently to return a temperature array
describing the local time and spacevalues of the fluid temperature. This would be an
acceptable output as a utility routine if the code could be melded and referenced (called)

within a standard class solver such as SINDA. Of this melding or integration, there are
several important considerations that the user must be aware of:
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O clashing of variable names between the convection code and the general
purpose code (SINDA)

O creating common blocks required by the convection routine and defining
global parameters

O, conversion of absolute and relative node locations to the temperature
values in array format to be referenced 1°

Without elaboration, these above problems with code melding are considered rudimentary
and can be managed with careful programming. However, the most important
consideration is that of time-step synchronization.

Standard solvers that analyze transient phenomenon, have internal discretization

structures, similar to those of the present study, but are typically removed from the user.
Removed in the sense that the local variables are not known, these discretization

structures select the appropriate time step_uring the simuiati0n to ensure a specified

accuracy. Because the present algorithm is not an integral accessory to the standard
solver, the time and time-step of the standard solverYnList be sampied during a melded
simulation between solver and convection equation algorithm. Ideally, we desire to make
a single subroutine call to the convection code to update the boundary conditions.
However, as observed from the present study, the time-step used in the standard solver
is typically larger than that limited by the Courant criteria (Eqn. 16). Thus we cannot
make a single call to the convection routine to update the boundary conditions, rather, a
sub-integration must be performed.

This sub-integration is simply a moving time window. If the standard solver is
sampled to indicate a local time of 1 and time step if 0.1, and if the Courant criteria

requires a time step of 0.01 (say for C = 1), then we must perform 10 sub-integrations
of the convection equation to integrate from time t = 1 to t = 1.1. Upon completion of the
sub-integration, the user must whether decide to update the outer integration. 11 If the

outer integration step is large (the step internal to SINDA), then it may be necessary to
reenter the outer-integration upon completion of the sub-integration and iterate the

solution. If a relative small outer-loop time step is applied (this can be done by limiting
the time step selection mechanism in SINDA) then this iteration step can be eliminated.

CONCLUSIONS

A numerical study of the solution of the one-dimensional convection equation is

Io This is a SINDA convention specific to the SINDA code. The user names nodes with absolute

numbers, i.e. nodes 1 to 100. While, SINDA applies a relative numbering convention internally. To
reference the temperatures of those nodes that are boundary conditions, the user must convert the
numbering convention with a utility routine.

H An update or iteration is required because the convection solution forms a coupled boundary
conditions with the standard solver.
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presented. A solution kernel has been presented that will yield satisfactory accuracy with
minimal computation complexities. The features of stability, accuracy and spurious

numerical phenomenon have been addressed in a general fashion to provide the user
with a cursory insight into problematic features of numerical convection equation

solutions. The key feature of time-step synchronization, as it applies to standard solver
code melding, has been discussed in considerable detail.
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Abstract

A two-dimensional model to solve compressible Navier-Stokes equations for the
flow through stator and rotor blades of a turbine is developed. The flow domains
for the stator and rotor blades.are coupled by the Chimera method that makes grid
generation easy and enhances 'accuracy because the area of the grid that have high
turning of grid lines or high skewness can be eliminated from the computational
domain after the grids are generated. The results of flow computations show
various important features of unsteady flows including the acoustic waves
interacting with boundary layers, Karman vortex shedding from the trailing edge of
the stator blades, pulsating incoming flow to a rotor blade from passing stator
blades, and flow separation from both suction and pressure sides of the rotor
blades.

I. Introduction

Most of computer codes currently used to simulate aerodynamics in compressors and turbines
am based on the steady basis with a turbulence model. However these time-averaged steady-state
approaches are limited in their capabilities to compute some of the most critical features
encountered in turbomachinery. Among their most serious shortcomings are their inability to
predict phenomena associated with unsteady nature of the flows, and their inability to accurately
simulate heat transfer. This is particularly evident when computing flow through a stator and rotor
combination. Because of the non-uniform flow velocities from the stator exit plane, the moving
rotor blades always encounter a time-varying, or pulsating, inlet flow. This constantly changing
flow distribution of the inlet flow causes deviations from the steady inflow and changes the flow
characteristics in the rotor blade passage. The importance of simulation of unsteady flows in the
rotor blade passages has been recognized as a critical capability for performance analysis and
design.

The development of a code to analyze the three-dimensional transient flow through a stator and
rotor is a difficult task for various reasons. To analyze the flow through a stator and rotor blades,
it is necessary to include at least 5 to 6 blades in the computations because of differences in the
blade pitches between the rotor and stator blades. The rotor blades are constantly moving relative
to the stator blades. The computation takes signifieandy more epu time not only because of the
large number of blades to be considered but also because of the unsteady flow simulation. The
development of more advanced codes requires both new mathematical methods for numerical
computations and significantly more powerful computer resources.

The present study [1] was initiated with the background thus stated. Two major objectives of
the study are, fast, (a) to examine some numerical methods suitable for the flow through stator
and rotor rows, and second, (b) to analyze the effect of unsteady flow from the stator to the rotor.
The present work is performed using a two-dimensional model. However, the experience and
results of the investigation will be useful in developing three-dimensional models.
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The remainderof this paper describes a computational model for the transient flow through
stator and rotor blades based on the two-dimensional compressible Navier-Stokes equations and
shows results of flow computations. We assume the pitch of stator blades is identical to that of the
rotor blade. Therefore, only one stator blade that is stationary and one rotor that moves linearly to
the negative direction of the y-coordinate are considered in the computations. For the direction
tangential to the rotor movement, periodic boundary conditions are used for both rotor and stator
flow channels. The body-fitted grids are used in both stator and rotor regions, but the grid for the
rotor region moves with the rotor blade. The compressible Navier-Stokes equations are solved in
each domain, and coupled to each other by the Chimera method[2].

2. Basic Equations and the Solution Methods

where

with

The compressible Navier-Stokes equation for the stator domain is written as

Qt + Ex + Fy-- Rx + Sy

Q= , E / puv r F-/pv2+pr R S
" Lu(e+p)J Lv(e+p)J [ZrYJ " LZsYYJ

'_xx--[(_.+ 2p.)ux+ _.Vy]/Re

Z_y= _(Uy+vx)/Re

'_yy= [(_L+ 2_.)Vy+ _.Ux]/Re-

rffiU_xx+ V_xy+ _(a2)x

(1)

(2)

(3)

S --U_xy + v'Cyy+ _(a2)y

Here, p isthedensity,u and v arcthevelocitycomponents,p isthepressure,c isthetotalcncrgy,
and allthevariablesarcnon-dimensionalizexiby

,,= y= /E

P =P/Po, u =_"ao, v =W"ao

p = Fl(p'o_o),e = El(po_o) (4)

_t= _to, _.= _.A o
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-w _ n

t = _o)/L, Re = Po_-./P.o

Here the quantities with an overbar is the dimensional quantity, and those with subscript o is the
value at the inlet. The variables x and y arc coordinates, L is a reference length, g and _. are

viscosities, a is the sound speed. The pressure is related to the conservative flow variables by

p--(y-1Xe-2_(u2 +v2)) (5)

For the rotor domain thatmoves with the rotor blade,Eq.(1) holds but the variables are

redefinedby

Q= , E= P, F=lp_2+_i, R- , S=
(6)

Zxx = [('k + 211)_'x+ )_._'y]/Re

m

_y = _(_y+_0/Re (7)

_yy = [('A + 2_.)_'y+ _._x]/Re

The pressureisrelatedtotheconservativeflow variablesby

(s)

Other nondimensional variable.sare

--_/(p= Polo), _=

_u

p.= _/_o,X=X/Xo

and tand Re arecommon forthetwo domains.

t=_o_, Re=_oZ>t,1_o (9)

At the interface between the stator region and the rotor region, the relations between the
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variables are

_'=u, V=v-_¢, p=p, _'=p

where V is the nondimensional velocity of the rotor given by

Introducing Eq.(4) and F.,q.(8) into

P=p

yields

+
or equivalently

= e-2--Lp[v2-(v-V¢2)]

e - + Cc+TO-v
or

(10)

(11)

3.Computational Procedure

The Navier-Stokes equations arc transformed onto a rectangular computational domain, and
solved by the implicit method based on the LU decomposition [4]. The Navier-Stokes code is

based on the second-order accurate implicit method. However, the boundary condition along the

trailing cut and the Chimera coupling both use the computed results from the previous times step.
Therefore, the accuracy of the whole solution reduces to the fu'st order in time at least locally. The
grid for each region is generated independently by the eLliptic-hyperbolic method[3]. Two grid
systems are used, one 38x220 points per blade, and another 55x658 points per blade. The grid
points along the trailing cut in the gird are not made continuous across the cut because otherwise

very high skewness of grid occurs under the periodicity constraints of the grid.

The inflow boundary conditions for the rotor domain are taken from the most updated
computational results for the statordomain by the Chimera method. At the same time, the exit

boundary conditionsfor the statordomain am taken from the most updated computational results

from therotorflow domain. The pointsalong the inletforthe rotorregionsare not same as the left

boundary of the rotor grid so the front area of the rotor grid with significantturning can bc

avoided. Likewise, the existboundary for the statordomain does not coincide with the right
boundary of the statorgrid.

The conventional method of coupling the two domains isas follows. The grid linewhich is
verticalatthe exitof the rotordomain would match the verticalgridlineat theflow entranceof the

rotorgrid. However, the rotorgridismoving with the rotorblades, so flow boundary conditions

are exchanged between the two domains by means of one-dimensional interpolations. Since the

rotorgridisconstantlymoving relativeto the statorgrid,the interpolationrelationsalsoconstantly
changes. With the conventionalapproach,thegridforthe flow exitof the statorand the gridatthe
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entrance to the rotor should be carefully aligned. Whenever the distance between the stator and the

rotor is altered, a new set of grids should be generated. Generally the grid lines in a c-grid for a
turbomachinery blade have high un-ns at the top left and bottom left corner of the grid for a blade

where the accuracy of the coordinate transformation is poor.

With the Chimera method, a code developed for a single rectangular computational domain is
applied for each of the flow domain belonging to one blade. Therefore, it is not necessary to match
the grid line of the exit boundary of the stator domain with the grid line of the inlet boundary of the

rotordomain. With the Chimera coupling,thefrontareaof therotorgridwith high turningof grid

linesmay be removed from the activelyused computational domain. Likewise the reardomain of

the statorwhere high skewness of the gridtend to occur can be removed. The Chimera coupling

requirestwo-dimensional interpolationto exchange boundary conditions between the statorand

rotor.The interpolativeexchanges of theboundary conditionsdisturbcontinuityof the fieldvalues

_crossthe boundaries of the two domains, but the conventional rncthods have the same problem.

The Chimera method may be appliednot only for the blade rows, but can be easilyappliedwhen
additionalflow domains are involved. This featurewillbecome attractivein three-dimensional

simulationparticularlywhen the additionalflow geometries such as inletcyc, volute,and exit
diffuserareincluded (fora radialturbine).

4. Illustrationof Results

The coarsergridsfor the statorand rotorare shown in Figures 1,where only every other grid

lines that arc parallel to the blade surface are omitted for clarity. The finer grids of 55x658/bladc

were generated by interpolation of the coarser grids (not shown here).

Figures 2 illustrates density distribution at two different stator-rotor positions, which were
developed as follows. The coarser grids of 38x220/blade were used for this flow computation.

There arc some overlapping between the computed flow domains for the stator and the rotor
blades. The mid point in the overlapping area will be denoted by x=A. The density distribution is
plotted for x<A, and the density distribution from the rotor calculation is plotted for x>A.
Discontinuity of the density contours is due to the interpolating scheme to couple the two domains
in the Chimera scheme. Note, however, that even if no smearing effect due to interpolation exists,

the wake from the wailingedge of the statorblade doe,s not go intothe rotordomain, bccansc the

plottingon therotordomain isbased on therelativecoordinate.The gridsizein thewake regionof

the statoris significantlysmallerthan thatin frontof the rotorblade. The differenceof the grid
sizesisalsoresponsibletothe discontinuityof thecontours than Chimera coupling effects.

An examination of Fig.2 reveals that shapes of density contours at these different time points,
namely at different stator-rotor positions, are different. It is caused by the unsteady inlet flow to
the rotor primarily because of changing relative position of the rotor to the stator blades. To show
the effect of the moving relative positions, distribution of several flow quantities along a vertical
line indicated in Figure 1 am plotted in Figure 3 in order of increasing time in cycle 8. The initial
numerical transient of the solution such as propagation of acoustic waves disappears after two
cycles. At the eighth cycle, the same time-dependent flow distribution repeats during each cycle.

The computation with the finergrid of 55x658 was performed for the same geometry and

physical constants as for the computation illustratedin Figure 2 and 3. Because of a rnassivc

amount of datafrom the freergridcomputations,we have not yet been abletoanalyze theresultsto
a fullextent. However, snapshots of density distribution for a few selected time steps are

illustratedin Figure 4. Figure 4a isa densitydistributionthatoccurs during the initialnumerical

transientand shows interactionbetween acousticwaves and boundary layers.Although the initial
numerical transientis not a truephysical phenomena, the flow behavior during thatperiod still

provides importantinformationbecause similartransientshould occur in case a sudden change of
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inlet or exit flow conditions change or the load to the turbine impulsively changes. Figure 4b is for
a later time than Fig. 4a but still in a late stage of the initial numerical transient. This figure shows
Karman vortex shedding from the trailing edge of the stator blade, and flow separation from the
suction side of the rotor blade. Figure 4c is for a time step after the rotor blades has passed stator
blades seven times. The figure shows a flow separation at the lower surface of the rotor blade and
a vortex being shed. A periodic shedding of vortices from the same location has been observed.
At this time of writing it is not certain, however, if this vortex shedding phenomena is simply due
to periodic change of the inlet flow to the rotor blade or induced by the Karman vortices from the
trading edge of the stator. But the latter is be highly likely. Karman vortices from the trailing edge
are also observed in Figure 4c (Karman vortices are more clearly shown in the next figure). Figure
4d (the number of contour lines are significantly increased to show details more clearly) shows
Karman vortex street from the trailing edge of the stator blade at a different time step. Unlike the
vortex shedding from a simple circular cylinder, the geometrical pattern of Karman Vortices from a
turbine blade seem to be much irregular.

5. Concluding Remarks

Two dimensional modeling of the flow through stator and rotor rows based on the Chimera
method has been described. The computational results show several important aspects of the
unsteady flow through stator and rotor passages. The unsteady flow phenomena captured in the
present computational simulation are not only interesting from academic curiosity but also worth
further investigation of practical interest, particularly to understand the mechanism of heat transfer
in turbomachinery.
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Stator

Rotor

Figure I Grids for the stator and rotor domains (only half of the points in
the directions intersecting the blades and trailing cut are plotted)
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Figure 2 Density contour plot for two diff_'ent posidons of
rotor blades rclauve to stator blades
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Figuro 3 Time-dependent variations of spatial diswibutions of field variables in front
of the rotor bladc leading edge (se¢ A-A lino in Fi_ro 1)
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4a: during the initial numerical _t

l_gure4 Snapshotsofdensitycontoursatdifferenttimesteps(55x658 points/blade)
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4b: a later stage of the init/al numerical transient

Figure 4 continued
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a time step long after the initial numerical wansiem

Hgur¢ 4 continued
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4d: another time step long after the initial numerical wa_ent
(with a higher contour density than 4c)

Figm'e 4 continued
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4d': repeat of 4d (with a much higher contour density)

Hgum 4 comi, mcd
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ABSTRACT

The relatiomhip between actual and predicted re-entry maximum dynamic pressure is

characterized using a probability density function and a cumulative distribution function
derived from sounding rocket flight data. This paper explores the properties of this

distribution and demonstrates applications of this data with observed sounding rocket re-entry

body damage characteristics to assess probabilities of sustaining various levels of heating

damage. The rest_l_ ,from this paper effectively bridge the gap existing in sounding rocket re-
entry analysis between the known damage level/flight environment relationships and the

predicted flight environment.

1.0 INTRODUCTION

Figure 1 shows a schematic of a typical re-entry configuration for a Terrier-Black
Brant sounding rocket payload. Historically at NASA/GSFC/Wallops Flight Facility, 5
degree-of-freedom trajectory simulations (Reference 1) have been used to predict sounding

rocket re-entry body flight environment parameters such as maximum dynamic pressure,
Mach 1 altitude and parachute deployment conditions. The aerodynamic characteristics used
in these simulations have been computed using the CDCG computer program which
incorporates a hybrid theoretical / empirical nonlinear crossflow aerodynamics model.

As the NASA Sounding Rocket Program has shifted toward larger payload size and
increased vehicle performance capability, concern over aerodynamic heating during re-entry

has become more than just an academic issue. Re-entry heating damage to sounding rocket

recovery systems has been a source of refurbishment cost, and a cause for apprehension over
possible recovery system failure. The level of heating damaged sustained by any given
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sounding rocket payload during the re-entry leg of the flight has been found to be directly

related to the peak level of dynamic pressure encountered and the static margin of the re-

entry body. A crude characterization of the relationship between the aerodynamic heating

damage and maximum dynamic pressure was determined in Reference 2. In this report, a

"damage line" is defined which separates values of flight dynamic pressure and re-entry body

static margin that constitute a "cool region _, within which no heating damage has been

experienced, from values of flight dynamic pressure and static margin which constitute a

"hot" region where varying degrees of heating damage have been experienced.

Flight levels of maximum dynamic pressure can vary significantly from the predicted

values. In Reference 2, the limitations of the analysis tools used to make predictions of the

re-entry environment parameters were investigated, and several sources of prediction error

were isolated. In particular, a statistical characterization of the prediction error in the
aerodynamic properties was determitled.

Before the study of Reference 2, NAS_GSFC_ailops Flight Facility imposed a

fixed limit on predicted maximum dynamic pressure to prevent recovery system failure due

to re-entry heating. Payloads were ballasted to meet this constraint. Once the study of

Reference 2 was published, NASA began using the observed properties of the prediction

error of re-entry body aerodynamic characteristics to analytically determine the dispersion of

re-entry environment parameters such as maximum dynamic pressure (qm_ and Mach 1

altitude (References 2 and 3). Re-ent_ bodies are then ballasted to bring the envelope of

predicted levels of maximum dynamic pressure beneath the "damage line" given in Reference

2. Although this technique does address the variability in predicted re-entry dynamic pressure

levels, the inherent noise involved in the determination of the prediction error of the body

aerodynamics combined with the extreme sensitivity of the re-entry environment to variations

in body aerodynamic characteristics makes it difficult to interpret the results from this
approach.

During the post flight mission analyses of Terrier-Black Brant V Flights 36.079 and

36.089 it was observed that the predicted re-entry maximum dynamic pressures (oh,) were

20.2% and 15.3% lower, respectively, than the actual re-entry maximum dynamic pressures

(q,). Flight 36.089 was a refly of the 36.079 payload. Further analysis revealed that there

was an apparent center of pressure shift _ from the S-19 canards for both flights.

Reference 2 noted that for the 28 analyzed cases, the apparent center of pressure shift was

towards the S-19 canards. Approximately 9 Lbs. of re-entry ballast were incorporated on

these flights to bring qp below the *damage line" of Reference 2. These flights illustrate the

difficulty in applying the results of Reference 2 to payload ballast design.

In this report, the direct statistical relationships between predicted and actual

maximum dynamic pressure are developed, and the relationship between re-entry heating
damage and maximum dynamic pressure is refined. These results are combined into a

coherent method for relating results from simulation to probability of sustaining various

levels of aerodynamic heating damage during re-entry.

270



2.0 CHARACTERISTICS OF RE-ENTRY ENVIRONMENT PREDICTION ERROR

2.1 Prediction Error Determination

The re-entry environment prediction error is characterized by the percent error in
predicting _ (%q,_), which is given by:

%qm- = ( qp -qa), 100%. (1)

q,,

The percent error was determined for the 49 flights listed in Table 1. As was done in

References 2 and 4, % was determined by initializing a GEM 5-DOF re-entry simulation
(containing nonlinear aerodynamics from the CDCG program) with radar data at some time
prior to re-entry. This was done to eliminate trajectory dispersion effects.

2.2 Generation of an Empirical Probability Density Function

It can be seen in Table 1 that %q_ varies widely, from -54.5% to +232.5%.
However, closer inspection of the data reveals that the majority of cases fall within +30%

error range. A distribution for %q_,, was determined by generating a normalized relative

frequency histogram h(x); that is, dividing the %q_ values into 10 %q=_ class intervals and

determining the frequency of %q=. values within each interval. The intervals are represented
mathematically by

[co,cO, [q, c2), ..., [ck_l,ck),

where k is the number of class intervals (10 in this case). The above notation denotes that

the class intervals are closed on the left; that is, a value on a boundary point is assigned to

the class interval that has this value as its lower boundary. The interval widths were chosen
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to give a more or less continuous distribution. The normalized relative frequency histogram
is defined by

f_n
h(x) - for ci_ l _ x c i, i=1,2,...,10, (2)

Ci - Ci-I

where n is the number of observations and f_is the frequency of the class [c_._, c_). The

normalized relative frequency histogram is an approximation of the probability density
function for %q_. Probability vaiues for the event that a r_dom variable, x, falls within a

certain interval are given by the area beneath the probability density function, f(x), over the

interval. Figure 2 presents the nonmlized relative frequency histogram for the %q_ of the

49 subject cases. As was Observed in Table 1, the distribution of %q,_ is skewed to the fight
with the majority of cases being between +30%.

The relative frequency of an interval [a, b), where Co -< a < b < ck, can be

computed by the integral

f  h(x)dx.

£ -i - --_ _ _. zz ...... :

Since the relative frequency is an approximation to probability, this integral can be
thought of as an approximation to the probability that X, the random variable under

consideration (%q_), is in the interval [a, b). It follows that a cumulative distribution
function F(x) can be derived from

f].f(w)F(x) = P(X _x) = P(X<x) = dw, (3)

where f(x) is the i_[t of h(x) as n increases and the lengths of the class intervals go to zero.

2.3 Discussion of the Cumulative Distribution Function

The cumulative distribution function (c.d.f.) in Equation 3 gives the probability of

having a value of the variable X (in this case, %q_) less than some given value x. Figure 3

presents the c.d.f, for %q_. The c.d.f, shows that while there is a 47.7% probability of
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having a negative %q_ (that is, q_ greater than qp), there have been no recorded cases of

%q_ exceeding -60%. Qualitatively, the c.d.f, shows that most of the time the re-entry qm,_
prediction is fairly accurate, and is about as likely to be under the flight value as it is over,

but the over predictions are of a much larger magnitude than the under predictions. Of

course, it is the under predictions of re-entry q_ that are of greater concern, in terms of re-
entry heating damage.

3.0 COMPUTING DAMAGE RISK USING THE EMPIRICAL ERROR
DISTRIBUTION

Figure 4 shows the re-entry flight envelope of maximum dynamic pressure and re-

entry static margin for the Terrier-Black Brant V family. The different symbols on the plot

represent the different levels of heating damage sustained during the flight according to the
following classifications:

Re-entry Heating Damage Classifications

0 - No damage. (36.096)

1 - Exterior discoloration. (36.053)

2 - Minor exterior erosion, especially near surface

discontinuities. (36.049)

3 - Melting at surface discontinuities and erosion making
its way into interior. (36.034)

4 - Major exterior damage. Skin eroding and peeling away
from joint. (36.057)

5 - All above exterior damage plus significant interior
damage. (36.086).

6 - Failure due to re-entry heating (no known cases)

The lower line in Figure 4 separates the region in the flight envelope of Level 0 and 1

heating damage from the region of Level 2 and 3 heating damage. This line was previously
published in Reference 2 and is given by the equation
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q(t) (4)mx< 4200 - 17.5 *SM 2,

where

q_ = Flight maximum dynamic pressure (psi')

SM = Ixcg - xcla I (% Total Body Length).

The upper line in Figure 4 separates the Level 2/3 region from the higher level

heating damage regions in the flight envelope. This line is defined by several borderline

flights and is given by the equation

q C2)
=ax < 4600 - I0.5 *SM z. (5)

For a re-entry body with a fixed static margin, values of Cl_ cu and q, a_ can be

computed using Equations 4 and 5. A value of qp is determined using the nonlinear
aerodynamics of the CDCG program and the GEM 5-DOF simulation. At this point the

probability of falling into the three regions of the flight envelope can be computed using the
cumulative distribution function derived in Section 2.2. This is done as follows:

. Calculate the prediction errors associated with flight values of maximum
dynamic pressure equal to q_CU and q_ ¢2_:

- n (I)
ol _ (I) qp -,,rex
-,'o,t,,,.,. = * 100%

q(Z)

_(2)
m_(2) qp - qmax
ZO%rr = * 100%

q(2)

. Compute the following probability values from the cumulative distribution

curve (CDF) of Section 2.2:
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Pt - !" CDF(%q_ -_l_)

p_ - CDF(%q _)

P3- !'Pt-P2

where

P3 --"

Probability of flight _ (q.0 falling into the level 0/1 region.

Probability of q_ falling into the higher level damage region

(3141516).

Probability of ¢h falling into the level 2/3 damage region.

The procedure outlined above has been automated in a FORTRAN program called

REPROB. The damage demarcation curves and the empirical cumulative distribution function

will be updated as new cases are added to the re-entry database.

CONCLUSIONS

An empirical probability density function describing the re-entry environment

prediction error has been derived by comparing predicted re-entry maximum dynamic

pressure (qp) to flight maximum dynamic pressure (q,) for 49 flights. From this, a

cumulative distribution function has been generated relating qp to q,; allowing the mission

analyst to predict, to a given probability, if q, will be in a possible heating damage region.

The re-entry error distribution and the damage region def'mitions can easily be updated as

new eases are flown and as previous flight data is found.

\

The methods given in this report utilize the properties of the re-entry environment

prediction error to give a more direct means of assessing possible re-entry heating

difficulties. Future work in refining the aerodynamic models should address the effect of

changes on the prediction error distribution.
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Table I. CDCG Comparison with Flight Data

Pred. Flight
Flight Qmax Qmax %Qerr
27.075 3565.6 2481.5 43.69%
27,106 2502.1 3071.5 -18.54%
27.121 2599.4 781.7 23153%
27.122 945.6 821.0
27,123 1888,3 1317.0

27.124 2335.9 2388.0
27.129 1057.0 1116.0

27.130 1160.0 894.0

15.17%

43.38%

-2.18%
-5.29%
29.75%

27.133 1056.5 305.5 245.83%

36.016 2305.0 5061.6 -54.46%

36,025 3740.1 4271.6 -1144%
36.027 _2703.4 1505.4 79.58%

36,030 2616.5 4103.5 -36.24%
36.032 2609.4 3090.7 -15.57%
36.034 2067.7 4110.0 -49.69%

36.035 3317.0 2673.2 24.08%
36.041 2874.5 3778.3 -23.92%

36.043 2730.0 1408.5 93.82%
36.047 1808.0 1230.9 46.88%

36.048 2800.0 2700.0 3.70%
36.049 3607.7 4334.9 -16.78%
36.052 1536.0 919.4 67.07%

36.053 1965.0 2938.5 -33.13%
36.054 1635.0 2344.1 -30.25%

36,057 4949,0 4739.7 4.42%
36.058 4643.0 42,85.0 8.35%

36.059 2749.9 1277.2 115.31%
36.060 1633.0 622.2 162.46%
36.062 3958.0 4744.6 -16.58%
36.063 2342.0 3888.7 -39.77%
36.066 3383.1 3760.3
36,067 2715.3 1946.0

36,068 4907.0 5238.2
36.069 3443.3 33515

36.070 3365.0 3701.2

36,072 1916.3 I888.9

36.073 4964.0 4267.6
36.074 3146.4 2608.9
36.077 5020.6 3268.3

36.078 4584.0 4341.I
36.079 3794.8 4757.0

26.085 4190.0 4230.0
36.086 4919.0 4413.5

-10.03%

39.53%
-6.32%
2.71%

-9.08%
1.45%

16.32%
20.60%
53.62%

5.60%

-20.23%
-0.95%

11.45%
36.087 3153.2 3500.0 -9.91%
36.088 2124.7 2600.0 -18.28%

36.089 3921.0 4631.0 -15.33%
36.090 3800.0 3940.0 -3.55%

36.096 1907.7 812.7 134.74%
36.098 2740.0 2740.0 0.00%
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SUMMARY

Free molecular heating (FM_ is caused by the transfer of energy during collisions
between the upper atmosphere molecules and a space vehicle. The dispersedfreemolecular

heating on a surface is an important constraint for space vehicle thermal analyses since it can be
a significant source of heating. To reduce FMH to a spacea'aft, the parking orbit is often
designed to a higher altitude at a the e_pense of payload capability. Dispersed FlVff-I is a function
of both space vehicle velocity and atmospheric density;, however, the space vehicle velocity
variations are insignificant when compared to the atmospheric density variations. The density of
the upper atmosphere molecules is a function of altitude, but also varies with other
environmental factors, such as solar activity, geomagnetic activity, location, and time.

A method has been developed to predict three sigma maximum dispersed density for up
to 15 years into the future. This method uses a state-of-the-art atmospheric density code, MSIS

86, along with 50 years of solar data, NASA and NOAA solar activity predictions for the next
15 years,and an Aerospace Corporation correlationto account fordensxtycode inaccuraciesto

generate dispersedmaximum densityratiosdenoted as X-factors'.The calculatedK-factorscan

be used on a mission unique basistocalculateKf_torsdisperseddensity,and hence dispersedfreemolecular heating rates. These more accurate can allow lower parking orbit altitudes,
resulting in increased payload capability.

FREE MOLE_ HEATING

Free molecular heating (FMH) is caused by the kinetic transfer of energy during the
collisions between the rarefied upper atmosphere molecules and a space vehicle traveling at high
velocities. The dispersed free molecular heating on a surface normal to the velocity vector can
be a significant portion of the space heating environment (Figure 1). Therefore, the FMH during
the period between payload fairing (PLF) jettison and spacecraft separation is an important
constraint for space vehicle thermal analysis.

Nominal FMH ispredictedby the following equation which relatesthe _ molecular

heat flux, qfmh, to the atmospheric density, p, and to the vehicle velocity relative to the
atmosphere velocity, v_:

qf_ = I/2p_ v_a3 (1).

Units conversion factorsfor Equation Iare listedinTable I forvariousstandardEnglish

unitsof densityand velocity.Dispersed freemolecular heatingispredictedby using the

disperseddensity,pdt_ inEquation I:

qf_.at_= I/2Pat,pv_3 (2).
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Table 1.

Density
Units

slug_3

 m/fJ

Uni_ Conversion Fac_rs for Free Molecular Heating Equation (1)

Common Conversion
FMH Factor

Units Value I.
i|

B'IU/hr-ft2 4.62268

i

Common

Velocity
Units

iii

ft/se¢

ft/sec BTU - 0.143677

S  -ft2 4.62268fr/sec

Note 1. The following values we/e used'to cle_ine the conversion factors:
J = mechanical equivalent of heat, 778.770 ft-lbf/BTU

gc "10¢Ol_r_onality C_ _ _ and force, 32.i74 ibm-ft/lbf.se_

Conversion
Factor

Units

_2

(slug/ft3)(ft3/sec 3)

_]::U/h_ -2

0bm/ft3Xft3/sec3)

_2

Obe sec 21ft4)( ft3/sec3 _
|

Figure 1
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le of Nominal and Dispersed Free Molecular Heating Fluxes for a
AdaslCentaur Launch Vehicle Parla'ng Orbit

The dispersed density, Pcu_, can be calculated fi'om the Equation 3 which relates the

dispersed density to the U.S. Standard 1976 nominal density (Reference 1), P76, by a density
dispersion factor, K, also called a X-factor':

Pd , = K (3).

Both the densityand thedensitydispersionfactorare functionsof altitude.The U.S.

Standard 1976 densityisa nominal, mid-solarcycle densitywhich istabulatedas a functionof
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altitude. The density dispersion factor 'K' is a function of several parameters, but is affected
primarily by altitude and level of solar activity.

Free Molecular Flow Regime

In the upper atmosphere, the density of the gas molecules is so low that the
intermolecularcollisionsarenegligible.Thisisthefreemoleculeflow regime where thekinetic
theoryof gassestakesoverfrom thecontinuumfluidmechanicsof theloweratmosphere.The
basicfreemolecularflow assumptionisthattheflow ofatmosphericgas moleculesincidenton a
body isun.dismrbe_i,by,,th.epre.senceofthatbody. Thus,thereisno boundary layerand no flow
arouna a voay,ana comsmns _tween thebody and thegasmoleculesonlytakeplaceon
surfaceswhich arenormaltothevelocityvector(Reference2).

The transitionbetweenthefreemoleculeand continuumflow regimesdepends on
whether or not the molecules' collisions with each other affect their collisions with the body. In
other words, the flee molecule regime is characterized by single collisions between the gas
molecules and the body, which means that the mean-free path of the molecules has to be much

greater than the characteristic length of the body. The ratio of the mean-free path in the gas, _ to
the characteristic dimension, d, is called the Knudsen number, Kn:

Kn =_'/d (4).

Freemoleculeflowisassumed forKn > I0. The mean-freepathvarieswithdensityand
is a function .of altitude. Assuming a space vehicle characteristic dimension of 3.0 m, the vehicle
will be futly m nee molecule flow when the molecules have a mean-free path greater than
10 x 3.0 m or 30 m. This mean-free path length has been measured at about 130 km (70 nmi or
425 kft, Reference 1), which is below the 80 to 100 nmi typical low Earth parking orbits.

Free MolecularHeat Flux

Free molecular heating occurs when the incident rarefied molecules are reflected from a
surface. These reflections are characterized as diffuse, specular, or some combination of these

two extremes. A diffuse reflection is one in which the molecules are momentarily absorbed by
the surface and then emitted according to a Maxwell velocity distribution corresponding to the
surface temperature. A specular reflection is one in which the nominal velocity of the molecules
is reversed and the tangential velocity remains the same. Diffuse reflections are very common
for most surfaces, whereas, specular reflections are on/y common for very high/y polished, non-
oxidized metals or for very small grazing angles (Reference 3).

The thermal accommodation coefficient, a, is the measure of how close the actual energy

transfer to the wall is to the purely diffuse energy wansfer. For purely diffuse reflections, a=l.0

and for pmely specular reflections, a=0.0. The accommodation coefficient increases with

_fe_e_'nmcgeOxi'dafi_oon,__wi'_in_. ing .surface rou .glm.ess, ._.d with increasing wall temperature
_-_-_?*!. r_ m.o_. ca_smvptvmg space venmies, _ reflections am predominant and
_ummvaauon coemcmnm ot at least 0.9 are appropriate (Reference 3). An accommodation
coefficient of 1.0 is often used for a maximum heating analysis and an accommodation
coefficient of 0.0 is often used for a minimum heating analysis (Reference 5). The heat flux
absorbed by a surface normal to the flow is calculated by

_orb_ = ¢X(I/2 Pd_p Vm3) (5).
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The velocityand altit'ude are determined from thetrajectory.The disperseddensityis
determinedfrom thealtitudeand theappropriatedensitydispersionK-factors(Equation3).The
derivationof thisequationfrom thekinetictheoryofgassesisdescribedinReference4 and
requncsmany simplifyingassumptions.The main assumptionsarc:

1) freemolecul_ flows,Kn k 10
2) surfaces am normal to the flow
3) vehicle velocities much greater _an molecular velocities
4) surfacetemperaturesmuch lowerthangasstagnationtemperatures.

Nominal AtmosphericDensity

Thenominal fleemol_ h_ting from EquationI iscalculatedusingg norm
atmosphericdensityfrom a standardatmospheremodel. The most widelyused nominal .......
atmospheremodel istheU.S.StandardAtmosphere,1976 (Reference1).Thisatmosphere
model isa hypothetical,constant,verticaldistributionof atmospherictemperature,pressureand

densitywhich,by internationalagreement,isroughlyrepresentativeofyear-round,mid-latitude
conditions for the range of solar activity that occurs between sunspot min_um and sunni
maximum. In the model, the gasses of the atmosphere are assumed to obey the perfect gas law,

P = p R T, and hydrostaticequation,dP/dh = -pgc,which,when takentogether,relate
temperature,pressureand densitywithaltitude.The U.S. Standard1976 Atmosphere isthebase
atmosphereon which thedensitydispersionfactors(K-factors)arccalculated.......

These nominal atmospheremodels arcdesignedtofittheavailableatmosphericdata.
From 50 to90 _ theatmosphericmcasm'cmcntsoftemperature,density,and pressurewere
made almostexclusivelywithrocket-borneinsu'un_nts,mass spectrometersand densitygauges.
From 140 to I000 kin,these values were determinedfrom satellite-relatedobservations (satellite
dragcalculationsand satellite-borneinstruments)and radarincoherentscattertechniques
(P,cfcrcnce1).

Atmospheric densities calculated from both composition measurements made with
rocket-borne mass spectrometers and from values inferred from satellite drag calculations have
been compared over the range from 100 to 200 km (54 to 108 nmi). The mass spectrometer-
calculated densities were usually lower than satellite drag-calculated densities (Reference 1).
The U.S. Standard 1976 atmosphere (Reference 1) relies principally on the satellite drag data.

DispersedAtmosphericDensity

The atmosphericdensity,thoughprincipallya functionof altitude,isdynamic and

variationsinitoccurf:requentl_,.The rangeofdensityvariationwhich occursisillustratedin
Figure 2. Several. types of variations occur which are attributed to: different levels of solar
activity, fluctuanons in geomagnetic activity, geographical location, seasonal variations, and
variations between day and night levels. Low Earth orbiting satellites passing through the upper
atmosphere are significantly affected by these density variations due to increased satellite drag
and increasedfreemolecular heating. Changes in satellitedrag due to densityvariationscan
cause satellite lifetimes to vary by a factor of ten between minimum to maximum conditions
(Reference 6). The sudden density variations from solar storms can significantly change satellite
orbits,which .requiresrelocationand reacquisitionofthesatellitesand useson-boardpropellant
tocorrectdeviauons(Reference7).For launchvehicles,themain effectofthisdisperseddensity
isfrom increasedfreemolecularheatingon vehicleand payloadsurfaces.
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SolarCycleEffects

The largest atmospheric density dispersion is from the variation in the solar flux received
by Earth's atmosphere. The waning and waxing of the solar flux, known as the solar cycle, lasts
appro_tely 11 years(Figure3).At thepeak of thesolarcycle,largeenergeticeventsoccur
on theSun which _-eatlyincreasetheextremeulwaviolet(EUV) radiationamving attheEarth.
Allof theEUV isabsorbedintheEarth'slowerthermosphere,a layerwhich islocated
approximatelybetween 83 to 120 km (45to65 nmi) inaltitude.The lowerthermospherelayer
absorbs the EUV energy and expands outward, decreasing the density at the very lowest altitudes
but greatly increasing the density in the higher altitudes where the low earth parking orbits
(from 148 to 185 kin) and above. Above 296 km (160 nmi) the density can vary by an order of
magnitude due to solar cycle effects (Figure 2).

Because none of the EUV radiation reaches the ground, the EUV cannot be monitored
using ground-based techniques. Measurements have been made by a few specially equipped
satellites over relatively short periods. The solar 10.7 cm (radio wavelength) flux is measurable
from Earth and varies closely with the EUV flux as can be seen in Figure 4, which compares
satellite EUV measurements with coincident ground measurements of 10.7 cm flux. Therefore,
the F10.7 index, which is a measure of the 10.7 cm radio flux levels with units of

10 -22 Watts m -2 H.z-1, is used as a proxy index in atmospheric density models in place of the
EU'V flux levels (Reference 7).
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Figure 2. Atmospheric Density Varian'on: Nominal, Minimum and Maximtun (Reference 8)

The solar cycle, as recorded from the 10.7 cm flux, shows significant daily variation
(Figure 5). The trend is difficult to see in this data; therefore, a 13-month running mean, using
data from both sides of the given day, is used to eliminate the daily fluctuations. Use of this
mean allows easier tracking of the solar cycle progress and easier comparison from one solar
cycle to another. The 10.7 cm flux also correlates well with the historical method of recording

lar cycles by the number of appearances of sunspots (used in Figure 3). This correlation is

arly..seenoverme lastfew solarcyclesinFigure6. Thereatesignificantdifferencesbetween
• acuv_tyleversounng mtterentsolarcycles,withCycle 19 havingthehighestactivitylevel

recordedtodate.

The NationalOceanic and AtmosphericAdm/n|strati0n('NOAA) providesregular
updateson solar10.7cm radiofluxactivityand alsoprovidesa nominalpredictionoftheFI0.7
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index with 90% bounds for a full solar cycle (approximately 11 years) which is used in dispersed
densitypredictions.The FI0.7 index over the lastfew solarcyclesisshown in Figure 7 along
with the NOAh, prediction for the current solar cycle.
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Figure 3. Solar Cyclesfrom 1790 to 1988 (Reference 9)
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Figure 7. Smoothed Solar 10.7 cm Flux for Past and Predicted Cycles (Reference 10)

Geomagnetic Activity Effects

Geomagnetic storms are caused by bursts of charged particles from the sun colliding with
the Earth's magnetosphere..Large amounts of energy are deposited at high latitudes during these
storms and can significantly increase the atmospheric density at low Earth parking orbit altitudes
in a matter of hours. Unlike the 10.7 cm radio flux, the geomagnetic activity has a relatively
short term effect of only a few days. The geomagnetic activity effects are a strong function of
latitude and are much stronger near the poles than at the equator (Reference 7).

The Ap index is a measure of the intensity of atmospheric activity due to geomagnetic
storms. It is a derived index which is unitiess and varies fi'om 0 (quiet) to 400 (maximum storm
activity). Thee is a pronounced maximum magnetic storm frequency during the declining phase
of the solar cycle, which is illustrated in Figure 11. Increased geomagnetic activity begins about
halfway between the solar maximum and the solar minimum and continues until the solar cycle
minimum is reached (Reference 7).
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A The Ap level is determined by mapping the Kp level, which varies from 0 to 9, onto the
p range of 0 to 400. The Kp index is a quasi-logarithmic measure of the amplitude of

geomagnetic disturbances, where the change from I to 2 represents a small increase in amplitude
while the change from 8 to 9 represents .a major increase in amplitude. The Kp index is a 24.-
hour combination of the eight 3-hour K minces reported from twelve observatories around the
world. The K index varies from 0 to 9 like the Kp index and is a measure of the local magnetic
character for each 3-hour period recorded at each location (Reference 8). Marshall Space Flight
ACepnter_(MSFC) produces a monthly update on the geomagnetic activity and provides a nominal

prediction with 97% bounds for a full solar cycle. --

Diurnal, Seasonal, and Geographical Variations

There is a diurnal or daily variation in atmospheric density which also occurs. The time
at which the maximum occurs is around 1400 local solar time and varies with altitude (see
Appenclix..), The amount of variation in density levels is latitude- and altitude-dependent. At the
higher alutudes, above 200 km (108 nmi), the density during the day can be up to eight times
higher than the density at night (References 11 and 12). However, the effects are not as
pronounced at the lower parking orbit altitudes.

There isa semmunual variationintheatmosphericdensitylevels.This variationisclearly
shown inthefiguresintheAppendix. Thereisa primaryminimum inJuly, foHowed by a

maximum in October, a secondary minimum in January, followed by a secondary

maximum in April (References 11 and 12). This variation depends principally on solar activitylevels.

The a_ospheric densityal.sovariesodepe..nding.onthelatitude-and iongimde. This
variation extends down to about l_u mn (al nun) and is shown in the Appendix. Some of the
latitude variation is due to the geomagnetic activity having a more pronounced effect nearer the
poles (Reference 12).

AtmosphericDensityCodes

There are two principal atmospheric density calculation codes available for altitudes
above 90 km (50 nmi). These are the Jacchia model, developed by L. G. Jacchia from satellite

_c_ nng measurementsmane n'om satellitesand m'nundstatinn,__¢,_-,-_,-,.:..n..,_.

innav_been shown to have an .....estimated error of around 15%. .Th____-esecrzla_,___._:..---_......th'r'_",_.',Z'''.,.,,,,.,
put values for all of the prmtnple denslty vananons mechamsms: alntude, FI0.7, Ap, time of

day, day of year, latitude, and longitude. Based on these inputs, these atmospheric models
calculate nominal atmospheric densities. The Free Molecular Heating K-Factor Calculation
Section discusses the use of the MSIS code to calculate K-factors.

K-Factors

To calculate a three-sigma dispersed density, the nominal atmospheric densities have to
be increased to account for the solar activity and other dispersion mechanisms. The atmospheric
density calculation codes, with suitably dispersed input parameters and suitably applied error
estimates, could be used in each calculation of dispersed density;, however, an easier approach is

• " " cycle.
These K-factorscan be conservativelycalculatedtobound a giventimeperiodby dividingthe
threesigma disperseddensitycalculatedfrom thedensitycodesby thenominal density.
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The disperseddensityisthenregeneratedby multiplyingthenominal densityata given
altitudeby thecorrespondingK-factorforthataltitudeand fortherangeofyears.desiredasin
Equation3. The method forderivingK-factorsisdiscussedinthefollowingsectmn.

FREE MOLECULAR HEATING K-FACTOR CALCI.R.ATION

Free molecularheating(FMH) iscalculatedby cubingtherelativevelocityand multiplyingitby
one halftheatmosphericdensity(EquationI).Given nominalatmosphericdensityand velocity,
nominalFMH fluxescan be calculated.However, standardengineeringpracticesrequire
additionalconservatismtoaccountforpossibledispersions.These dispersionsareaccountedfor
by multiplyingthenominaldensityby a dispersionfactororK-factor.

To calculatedispersedatmosphericdensity,fourprimarysourcesareused:I)
Atmosphericdensitymodel,which predictsnominalatmosphericdensitygiventheatmospheric
location with respect to the Earth, and the solar, and geomagnetic index .parameters; 2) Forec.as_
of solar activity;, 3) Measured daffy solar and geon_., gnetic index data cotiectea over me past _v
years; and 4) Atmospheric model uncertainty equauon used to disperse no mi_ al predic_d .
densities. Using a Monte Carlo statistical technique and the U.S. Smnaam l_/o atmospnenc
density (Reference 1), K-factors can be determined. To automate this process a computer
program has been developed by the authors.

AtmosphericDensityModel (MSIS-86)

Due to the significant effect that the upper atmospheric density has on space vehicles and
satellites,a greatdealofwork hasbeendone indevelopinga method fordetermining
atmosphericdensitiesand temperatures.Through theyears,severalmathematicalmodels have
been developed(Figureg)basedon atmosphericcalculationsfrom satellitedragdata,incoherent
scatterdatafrom ground sires,and measured aunosphenc conditionsfrom mass spectrometer
measurementson numerous satellites.Not onlycan thesemodels provideestimatesofdensity,
butatmosphericcomposition,temperature,molecularmass,pressurescaleheight,and density
scaleheightforaltitudesbetween 85 and 2500 km (46and 1350 nmi).

The MSIS-86 (Mass Spectrometerand IncoherentScatter)model (Reference13)isone of

thelatestintheseriesofe.mpiricalmodels developed.This model usesuser-providedvaluesof
day of year,timeofday,alutude,latitude,longitude,localsolartime,geomagneticindex,
predictedthreemonth averageF10.7 cm radiosolar,flux(F10.7),and dailyFI0.7 solarflux.The
model predictsatmospherictemperature,totaldensity,and densitiesofN2, 02, O, N, He, At,and
I-LThismodel isbasedon atmosphericcompositionand mmperamre datafrom eightscientific
satellites(OGO-6, San Marc-3,Aeros-A,AE-C, -D,-F_.,ESRO-4, and DE-2) and numerous
rocket probes, as well as five ground-based incoherent scatter stations (Millstone Hill, St. Santin,
Arecibo, Jicamarca, and Malvern) (Reference 14).

GDSS has adopted the MSIS-86 atmospheric code to predict nominal atmospheric
densities as a function of altitude and year. This decision was based on the Reference 14
comparison study, identifying the MSIS-86 model as the most up-to-date atmospheric modeL
However, an additional study (Reference 15) was performed that showed discrepancies in the
MSIS-86 predicted density results for latitudes near the north pole. To overcome this
discrepancy,atmosphericdensitiescalculatedwithlatitudesgreaterthan60 degreeswere
changed to reflect the southern hemisphere values.
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Solar and Geomagnetic Activity Forecast

Upper atmosphe_i_'c den_ty fluctuations are strongly influenced by changing levels of
solaractivity._ne rlu./crn solarttuxana geomagneticindexinputsare_ound measurements
used toindicatethelevelofsolaractivity.Thissolaractivitydataiscollectedand _ in
monthly publicationsprovidedby NASA-Marshall SpaceFightCenter(MSFC) (Reference16)
umdNad._on_alOceanic and Atmospheric.Administration(NOAA) (Reference10).Thisdatais
_u _mp_ oaaramupp__atmospnenc models topredictupperatmosphericconditions.

ine aa_l-cjsolarnux (F10.7)and geomagneticindex(Ap)longrangestatisticalestimates
arebasedupon historicalF10.7cm solarfluxand geomagneticindexmeasurements. These
estimates(1992 to2008) arebasedon thestatisticaldam ofsolarcycles9 through22 (18S0 to
1992).Figure9 illustratestheMSFC 13-month averageF10.7cm solarfluxpredictions.As
shown inFigure9,nominalpredictionsaswellas2-sigmadispersedhighand low predictionsare
provided. The nominal curve represents the most likely curve that is expected in the future based
on the most recent observed data. To provide additional conservatism to the calculation of FMH,
the 2-sigma (97.7%) high 13-month F10.7 solar flux average predictions were used.

Due to the variations in daily F10.7 cm solar flux and geomagnetic index, these
parameters cannot be projected into the future with any acceptable degree of statistical
confidence. Because these parameters are required input to the MSIS-86 program, alternate

chniques of determining these values have been developed (see Measured Solar and
eomagnetic Index Data and Computer Program Sections).
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Measured Solar and Geomagnetic Index Data

Measured dailygeomagneticand solaractivitysummaries were obtainedthroughthe
NationalGeophysicalData Center(Reference17).The availabledam contains.d_..y summ.a_y.
recordsfrom January1,1932 throughJune 30,1990, The planetarygeomagneuc index(ap)is
providedeverythreehoursthroughouttheday and representstheplanetaryaveragebasedon 13
observationsbetween46 degreesnorthand 63 degreessouthlatitudes.The dailyAp average.is.
determinedfrom thearithmeticmean oftheday'seightap values.The dailyAp indexisusca in
thecalculationof atmosphericdensity.The dailyF10.7cm solarfluxrepresentsthevalue
measured inOttawa,Canada at1700 GM'r. The F10.7 cm solarfluxmeasurementsbegan on

February14,1947 and arcexpressedinunitsof 10-_ Watts m -2Hz "l.Figures10 and 11 illustrate
themeasured dailyFI0.7 cm solarfluxand Ap valuesforsolarcycles18 through22.

Based on thismeasured data,a new datafilewas generatedwhich consistsofthedate,
dailyaverageAp and dailyFI0.7cm solarflux.Additionally,foreach day,the3-month and 13-
month F10.7 cm solarfluxaverageswere calculatedand added tothedataf'de.Because the
FI0.7 predictionsareonly availablein13-monthaveragesand theMSIS-86 program requires3-
month F10.7 averagesas input,itwas necessarytogeneratethese3-month averages.The 3-
month F10.7 cm averagesolarfluxfora givenday was calculatedby averagingthepreceding
and following45 dailyF10.7cm solarfluxmeasurements(90totalvalues).Similarlythe 13-
month F10.7 cm solarfluxaverageswere calculatedby averagingthepreviousand following
195 dailyFI0.7 cm solarflux measuremenm (390totalvalues).Fignm 12 illustratestheresulting
3 and 13-month averagesforsolarcycle19.
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AtmosphericModel Uncertainty

Even though the inputs to MSIS-86 are selected so as to maximize density, the
atmospheric densities calculated by MSIS-86 represent the best approximation of density and are
considered nominal values. To account for MSIS model prediction uncertainties another
dispersion factor was incorporated. D. Kayser, Aerospace Corp., developed analytical functions
to predict dispersed atmospheric density within 99.865% (approximately 3-sigma) confidence
level relative to MSIS-83 atmospheric model (Reference 15). Predictions from the MSIS-83
model were compared to the available Aerospace density dam base to derive these equations.
Knowing that the differences in predicted atmospheric density between the MSIS-83 and MSIS-
86 models ate small between lanmdes -90 and 60 degrees, the authors applied the model
uncertainty equations developed for the MSIS'83 model to the MSI_;-86modeL

The Reference 15 derived expression for the calculation of dispersed density as a function
of altitude is provided below:

where:
re(h)= (0.769-0.307 exp{-[(h-102.5)/126_l]4}) (6)

re(h)isthe3-sigmacoincidencelevelasa functionofaltitude(h)inkilometers.

when'c:
Pdisp= Pnominalexp(rc(h))

Pdisp= 3-sigmadispersedatmosphericdensity

Pnominal= MSIS-86 predicteddensity

(7)
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Monte CarloStatisticalTechnique

satelli,,..Thc_.4 have bee._naiargenuxnber of calculationso,f thedrag exerted bythe atmosphere on
•,,o,_,,,u._m_tu_aLs maae oy aensRy gauges ana mass spectrometersaboardrocketsand

satellims. These calculations and measurements have revealed sever_ di_Creiit effects other

than altitude that result in variations of density, temperature, and composition of the upper
atmosphere.The parametersand assumed rangesused asinputtotheMSI$-86 program arelistedbelow:

IYD -Day oftheyear(Ithrough365 days)
UT - UniversaltimeorGMT (0to86400 seconds)
ALT -Altitude(440toI000 kft)
LAT -Latitude(userprovided)
LONG -Longitude(0to360°)
I.,ST- Localsolartime(0to24 hours)
FI07A -Predicted3-monthavbrageFI0.7 cm solarflux
FI07 -DailyFl0.7cm solarflux

Ap- Geomagnedc in_x

The MSIS-86 inputparamemrs associatedwithde_g solaractivityareFI07A, FI07,
andAp. The_remaininginputparametersdefinetheEarth'soositionrelativetoth,,sun (IYD,
u i),pointotinterestwithintheEarth'satmosphere(ALT, I_T, and LONG), ancllocationon
Earthwithrespecttothesun (I.,ST).A parametricanalysiswas performedtoidentifythe
sensitivityofatmosphericdensityasa functionof eachparameter.Resultsfxom thisstudyare
shown intheAppendix.

Sincetheseparametersaredependenton eachother,itisnota simpletasktoidentify
which combinationofparameterswillresultinmaximizing atmosphericdensityfora givenset
of solarconditions.To simplifythisprocedure,a Monte Carlostatisticalapproachwas
incorporatedtopredictmaximum dispersedatmosphericdensity values.

For a givenaltitude,random valuesofFYD, UT, LAT, LONG, and LST were selected

withintheirvalidranges.Additionally,daffyand 3-month averageFI0.7 solarfluxesand Ap
valuesfora givenday were randomly selectedfrom a generateddam file(seeMeasured Solar
and Geomagnetic IndexData Section).Based on theseinputsatmosphericdensity

m S-S prog .  000
,_.,-_ur,u_ utsperseaaensutywas aetermmea usingthefollowingequation: were calculated

where: (8)

RHO3SIG = 3-sigma dispersed density
RHOAV = calculamd average density
RHOi = a givendensityvalue
N = number of densityvaluescalculated

K-Factor Compu_r Program

To automatethecalculationofK-factors,a computerprogram was developed.Figure13
_Husl_rays _c I:)mg:ram flow, c ,hm-t. The only program inputs required are the predicted 13-month

• v./cm solar nux, ana lanmae range :or which the K-factors are to apply. Variations in
latitude were incorporated to aLlow flexibility for missions which may have unique parking orbit
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latitudes.Resultspresentedhereinwere basedon latitudesbetw_n :bS0degreeswhich will
encompass alltypicalgeosynchronoustransferorbitu'ajectoriesand latitudesbetween:1:90
degreestoincludepolarorbittrajectories.Based on theparametricstudymsulLs(se¢the
Appendix),K-factorstendtoincreaseasa functionof increasinglatitude.

_C'rDTA i a_ _i_,,:Je. C_wue I
JCalculale KFCTR, KOISP I

KFGTR-RHO3SIG/RHOM

KI_SP,,RHOOISP/RHOM

L=KDISP_

_em_e RHOOISP |

6
Figure 13. FMH K-Factor Calculation Computer Program Flow Chart

FM}I K-factorswcr¢ calculamdatvariousaltitudeheightsrangingfrom 134 to 305 km
(72to 165 nmi). For altitudesup to133 km (72nmi),3-sigmadisperseddensitiescalculated
specificallyfordm Adas/Ccntanrlaunchvehicle(Reference18)arcused.For altitudesgreater
than 305 km (165 nmi) the density is assumedto be negligible.

The entered F10.7 cm solar flux 13-month predicted average is used to determine the data
._.t of daily values of 1=10.7, Ap, and calculated 3-month F10.7 averages ex_acted from measured
historical data (see Measured Solar and Geomagnetic Index Dam Section). The 13-month/:10.7
average solar flux value, for a given day, represents the average of the 195 preceding and
following F10.7 measured daily values. Using the Reference 17 measured historical dam, a data
set of daily F10.7 and corresponding Ap values can be determined which are representative of
the predicted 13-month F10.7 solar flux value (user provided). When the predicted 13-month
F10.7 value intersects the measm.ed 13-month F10.7 value for past solar cycles, the previous and
following daily measured F10.7 and Ap values are writmn to a data fde for each intersection of
measured 13-month F10.7 values. Additionally, because the MSI$-86 atmospheric model
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requires 3-month FlO.7 averages as input, these values are calculated and included in this data
set.Figure14 illustratesthe methodologyofthisdam selectionprocess.

"I j J ! _ J i J
] ! z z j i s !

1 , /.._,F10.7 Daily Fluxes f /-F10 7 Flux Enlered Value.... • ( )

: 'i""/"" "i ' ' " i- ...........-t....._ ......--i---........_----/-------_........_ ......,U....I
i , , F10.7 13 Month : . ,

m , I I : _ '......... •_?--- , .......... Averages ............................. ,

i !

" TII ......'....
-: ' ] .

" ............. ! i. w '!!_l _1'l ""f#l'- ,
IN DAYS ,wee

Daily F10.7 and cormspondlng Ap data values exlcacled for density calculations.

Fl&ure14. IllustrationoftheData SelectionMethodologyInDeterminingDailyFIO.7 and
Ap Measured Valuesfor theCalculationofFMH K-Factors.

Values ofAp and FI0.7 dailyand 3-month averagesarerandomly selectedfrom thisdata
fileinperformingtheMonte Carlostatisticalmethod (seeMonte CarloStatisticalTechnique
Section).AfterperformingthisoperationI000 times,the3-sigmacHspersedatmosphericdensity
iscalculatedusingEquations7 and 8.

_- _.,__o._.looo_.i_ r"',es_ _,_ _ addedto",edatase_a.ew3-sigma
_erSeo oenslty;soetermmea and compared totheoriginalcalculated3-sigmadensityvalue.

differencebetween thesetwo valuesislessthantheconvergencecriterion(setto0.0009)it
isassumed thata solutionhasbeen determined.Iftheconvergencecriterionhas not been

_aacl_rfirf_ora_vePr_ne,ss_m ,Peatc_L .Once.the.convergence criterionhas been satisfied, the FMH K-
-. _,....k_ mum oe _ ca_cum_ by mv_ding the3-signmcLi_perseddensityby theU.S.
uumoara x_/o aunospnenc oemsity(Reference1).

K-Factor Results

Tables 2 and 3 listthecalculated3-signmK-factorsforthemaximum recordedsolarflux
value(worstcase)and worstcaseyearlyvaluesfi-om1992 to2008. Table2 liststheK-factors
:_Chdeam validformissionswithlow Earthvarkin_torbitscirclin_th__,h

grees and Table 3 lists K-factors valid" for a_latitudes (._90=_te--s). -" between latitudes ofThe predictedK-

factor for a given year is based on the Reference 16 _est monthly predicted 2-signm high 13-
month F!0.7 cm solar flux average for that year. If e monm ota scheduled hunch is known,
less conservative K-factors could be calculated based on actual monthly values; however, it is
recommended that yearly values be used to avoid invalidating analysis results due to a possible
launch delay.
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Because the K-factors are calculated using atmospheric densities based on random inputs,
slightvariationsintheresultscan occur.The magnitudeof thesevariationshasbeen observedto
be a functionofaltitudeand entered13-monthaverageFI0.7 solarfluxwiththevariations
increasingwithincreasingaltitudeand FI0.7value.Table4 illustratesthecalculatedworstcase
predicted K-factorsfrom sixseparaterunsusingthesame inputvalues.For low altitudes(less
than191kin(625kft))differencesinresultsareapproximatelyI-0.02.For altitudesgreaterthan
191 km (625lift)thevariationintheresultswere found tobe approximatelyi'0.03.

Itisnotedherethattheresultsofthisanalysisareonly asgood astheFI0.7cm solar
fluxpredictions.The fartherintothefuturetheFMH K-factorsarecalculated,thegreaterthe
uncertaintyoftheprediction.Even thoughgreatefforthasbeen made topredictconservative
K-factorstherehave been recordedinstanceswhere abnormallyhighlevelsof geomagnetic
disturbancesand solarfluxeshaveoccuned (Reference19).In theunlikelyeventthiswere to
happen,thepredictedK-factorvalueswould notbe bounding.Even thoughthereisa chance
(beyond 3-sigma) this could occur, it would be unrealistic to design a space vehicle to withstand
these levels.
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Table 2. Worst Case Free Molecular Heating K-Factors vs.Altitudeas a Function of Year for
, ,LatitudesBetween_60 o..........................

Altitude

Kft nmi

440.0 72.42

450.0 74.06

475.0 78.18

500.0 82.29

525.0 86.40

_50.0 90.52

575.0 94.63

600.0 98.75

625.0 102.86

650.0 106.98

675.0 111.09
700.0 115.21

800.0 131.66

900.0 148.12

I000.0 164.58

Worst 1992 1993
Case

(244.0) (188.9} (151.0

1.86

1.91
2.08

2.26

2.49

2.69

2.96

3.24
3.55

3.92

4.31
4.72

6.71

8.93
11.15

1.79

i. 82

1.95

2.09

2.25

2.41

2.59

2.81

3.06

3.31

3.60
3.96

5.33

6.73

8.04

1994

(134.0)

1995

(112.3)

1996

(96.6)

1997

(78.5)

1.73 1.72 1.69 1.68 1.66

1.77 1.75 1.72 1.70 1.68

1.86 1.83 1.78 1.74 1.70

1.97 1.93 1.86 1.81 1.73

2.09 2.03 1.94 1.87 1.77

2.21 2.15 2.03 1.93 1.80

2.36 2.26 2.13 2.00 1.84

2.52 2.44 2.24 2.10 1.87
2.70 2.59 2.38 2.19 1.91

2.89 2.78 2.50 2.29 1.98
3.10 2.95 2.66 2.39 2.03
3.34 3.16 2.80 2.51 2.07

4.34 4.02 3.45 2.95 2.26

5.29 4.77 3.94 3.28 2.32
5.95 5.31 4.23 3.37 2.26

1998 1999 I

(97.4) (186.6)

1.68 1.78

1.69 1.82

1.75 1.95

1.82 2.09

1.87 2.23

1.95 2.41

2.01 2.59

2.08 2.81

2.20 3.06
2.30 3.31

2.40 3.59
2.53 3.89
2.99 5.32
3.36 6.72
3.45 7.97

2000 2001
Altitude

Kft nmi

440.0 72.42

450.0 74.06

475.0 78.18

500.0 82.29

525.0 86.40

550.0 90.52

575.0 94.63
600.0 98.75

625.0 102.86

650.0 106.98

675.0 111.09

700.0 115.21

800.0 131.66
900.0 148.12

I000.0 164.58

(231.4) (243.0)

1.84 1.86

1.89 1.91

2.04 2.07

2.22 2.28
2.41 2.48

2.61 2.69

2.87 2.94

3.15 3.23

3.43 3.56
3.78 3.90
4.13 4.29
4.53 4.75

6.46 6.76
8.44 8.94

10.42 11.12
I

2002

(231.0)

1.84
1.88
2 • 05
2.21
2.42
2.63
2.85
3.13
3.43
3.76
4.12
4.55

6.42
8.43
10.38

2003

(200.5)
2004

(154.3)
2O05

(122.6)!

I

1.79 1.74 1.70
1.84 1.78 1.73
1.95 1.87 1.81
2.09 1.98 1.89
2.27 2.12 1.99
2.43 2.26 2.08
2.62 2.40 2.21

2.85 2.56 2.34
3.10 2.76 2.46

3.34 2.95 2.62
3.67 3.17 2.80
3.97 3.44 2.96

5.44 4.49 3.71

6.96 5.41 4.35
8.31 6.27 4.70

2006

(109.9)

1.69

1.71

1.78

1.85
1.94

2.02

2.12
2.23

2.35

2.49

2.63
2.78

3.40
3.85
4.15

2007

(96.7)

1.68
1.69
1.75
1.80
1.87
1 • 93
1.99
2.09
2.19
2.29
2.38
2.50

2.95
3.26

Note: Values in parenthesesare entered 13-month averaged FI0.7 values
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Table 3. Worst Case Free Molecular Heating K-Factors vs. Altitude as a Function of Year for
Latitudes Between J: 90 °

Al_itude

Kf_ nmi

440.0 72.42

450.0 74.06

475.0 78.18

500.0 82.29
525.0 86.40

550.0 90.52

575.0 94.63

600.0 98.75

625.0 102.86

650.0 106.98

675.0 111.09

700.0 115.21

800.0 131.66

900.0 148.12

i000.0 164.58

Wogsn

Case

(244.0)

1.90

I. 97

2.14

2.36

2.56

2.78

3.06

3.34

3.70

4.05

4.44

4.88
6.90

9.03
11.05

1992 1993 1994

(188.9) (151.0) (134.0)

II IIH II

1.82 1.79 1.77

1.87 1.83 1.79

2.00 1.93 1.90

2.16 2.06 1.99

2.34 2.19 2.13

2.51 2.33 2.26

2.71 2.46 2.38

2.91 ;_.66 2.56
3.16 2.83 2.72

3.46 3.01 2.90

3.74 3.24 3.10

4.05 3.50 3.29

5.43 4.48 4.18

6.83 5.35 4.92
7.99 5.96 5.35

1995

(112.3)

1.74

1.78

1.86

1.94

2.04

2.14

2.26

2.36

2.50

2.64

2.78

2.93
3.55
4.01

4.20
II

1996

(96.6)

IIIlll

1.72

1.75

1.82

1.90

1.98

2.05

2.12

2.22

2.33

2.43

2.53
2.63
3.05
3.31
3.38

1997

(78.5)

1.70

1.73

1.77

1.82

1.88

1.93

1.96
2.02

2.08

2.11

2.18

2.20

2.39
2.40

2.25

1998

(97.4)

1.73

1.75

1.83

1.89

1.99

2.03

2.14
2.25

2.33

2.44

2.56

2.65

3.09

3.38
3.42

1999

(186.6)

1.82

I. 87

2.00

2.16

2.33

2.49

2.69

2.93

3.17

3.41

3.72

4.04

5.42

6.74

7.94

Altl_ude

KfC nml

440.0 72.42

450.0 74.06
475.0 78.18

500.0 82.29

525.0 86.40

550.0 90.52
575.0 94.63

600.0 98.75

625 0 102.86

650 0 106.98

675.0 111.09

700.0 115.21

800.0 131.66

900.0 148.12

1000.0 164.58

2000

(231.4)

1.88
1.92
2.09
2.29

2.49
2.69
2.98
3.24
3.54
3.89
4.27
4.68
6.56
8.50

20.26

2001

(243.0)

1.90
1.97
2.13
2.33
2.57
2.79
3.03
3.36
3.70

4.07
4.41
4.85
6.90

9.03
I0.97

2002 2003

(231.0) (200.5)

1.87 1.81
1.93 1.87
2.10 2.00
2.27 2.15
2.49 2.33
2.71 2.51
2.96 2.71
3.19 2.96
3.55 3.20
3.90 3.48
4.26 3.78
4.68 4.14
6.57 5.49

8.49 7.03
10.30 8.17

2004 2005

(154.3) (122.6)

1.79 1.76

1.82 1.79

1.93 1.88

2.06 1.98

2.22 2.07

2.35 2.18
2.51 2.32
2.69 2.44
2.88 2.59
3.08 2.75
3.30 2.90
3.56 3.09
4.59 3.82
5.54 4.38
6.17 4.71

2006
(109.9)

1.75

1.78

1.85

1.95

2.05

2.14

2.24

2.39

2.49

2.62

2.75
2.91
3.50
3.93
4.12

2007

(96.7)

1.73

1.75

1.83

1.90

1.98

2.05

2.13

2.21
2.32

2.45

2.50

2.66
3.08
3.32
3.40

Nous: Values inparentheses arc entered 13-month avc_'age_dF10.7 values
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Table 4. Worst Case Variationsinthe Calculationof FMH K-Factors

Altitude Calculated K-Factors Assuming Averagqi

Kit nmi Latitude 90 de_ and FI0.7 - 244.0

440.0 72.42 1.90 1.90 1.90 1.90 1.90 1.89 1.90

450.0 74.06 1.97 1.96 1.95 !.97 1.96 1.96 1.96

475.0 78.18 2.14 2.12 2.14 2.13 2.13 2.14 2.13
500.0 82.29 2.36 2.33 2.34 2.33 2.33 2.36 2.34
525.0 86.40 2.56 2.57 2.56 2.56 2.55 2.56 2.56

550.0 90.52 2.78 2.80 2.79 2.80 2.78 2.78 2.79

575.0 94.63 3.06 3.06 3.04 3.04 3.07 3.05 3.05

600.0 98.75 3.34 3.36 3.36 3.35 3.35 3.35 3.35

625.0 102.86 3.70 3.69 3.68 3.68 3.68 3.70 3.69
650.0 106.98 4.05 4.04 4.05 4.04 4.01 4.04 4.04

675.0 111.09 4.44 4.42 4.47 4.43 4.45 4.45 4.44

700.0 115.21 4.88 4.90 4.87 4.88 4.87 4.90 4.88

800.0 131.66 6.90 6.89 6.88 6.90 6.86 6.89 6.89
900.0 148.12 9.03 9.01 9.00 9.02 9.02 9.01 9.01
1000.0 164.58 11.05 11.07 11.03 11.01 11.01 11.04 11.04

i I

Max

Delta

0.01

0.01

0.01

0.02

0.01

0.01

0.02

0.01

0.01
0.03
0.03
0.01
0.03

0.02

Note: Max Deka =
Maximum di_erence between average and

predictedvaluefora givenaldtude
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APPENDIX

MSIS-86 Input Parameters Parametric Analysis

To determine the trends and sensitivity each MSIS-86 input parameter has on the
calculation of K-factor, a parametric analysis was performed. For this analysis "standard"
values were assumed for each input (Table A1). By vary_n._ one parameter at a time
between its minlmnm and maximum value, while constraining the remaining inputs,
nominal K-factors were calculated as a function oifaltitude and MSIS-86 inputs. Table A1
lists the assumed standard values and the dispersed ranges for each parameter.

TableAI. MSI$-86 InputParameters StandardValuesand DispersionsAssumed inthe
Parametric Analysis

STANDARD VALUE
Latitude (deg) -30 -60 to 60
Longitude (deg) 150 0 to 360
Local Solar T'tme (hr) 13 0 to 24
Universal Tzme (see) 2.5200 0 to 90000
Day of Year (day) 300 0 to 360
Average F10.7 Solar Flux 125 75 to 250
Daffy F10.7 SolarFlux 150 75 to 300
Geomagnetic Index 20 5 to 80

The resultsforeach inputparameterareillustratedinFiguresAI throughA8. Sincethese
parametersaredependenton each other,a differentsetofstandardvaluesean significantly
change theresults.These resultsareonlypresentedtoshow thesensitivityand trendsfor
each inputinthecalculationofK-factor,and arenottobe usedasa method todetermine
K-factors.
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MIXING AND UNMIXEDNESS IN

PLASMA JETS 1: NEAR-FIELD ANALYSIS

Olusegun J. Ilegbusi

Department of Mechanical Engineering
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Boston, MA 02115

SUMbiARY

The flow characteristics in the near-field of a plasma jet are simulated with a two-fluid

model. This model accounts for both gradient-diffusion mixing and uni-dimctional sifting

motion resulting from pressure-gradient-body-force imbalance. This latter mechanism is

believed to be responsible for the umixedness observed in plasma jets. The unmixedness is

considered to be essentially a Rayleigh-Taylor kind instability. Transport equations are

solved for the individual plasma and ambient gas velocities, temperatures and volume

fractions. Empirical relations am employed for the interface transfers of mass, momentum

and heat. The empirical coefficients are first established by comparison of predictions with

available experimental data for shear flows. The model is then applied to an Argon plasma

jet ejecting into stagnant air. The predicted results show the significant build-up of unmixed

air within the plasma gas, even relatively far downstream of the torch. By adjusting the inlet

condition, the model adequately reproduces the experimental data.

INTRODUCTION

Plasma jets have important applications in materials processing, some of which

include spray deposition, melting and refining, heat treatment and materials synthesis. In a

typical reactor, the hot plasma stream entrains a surrounding gas and the resulting heat and

mass transfer and the condition of operation of the torch, determines to a large extent, the

performance of the unit. The entrainment may prevent uniform mixing and produce regions of
unmixed hot/cold gases and non-uniform deposits as a result of insufficient melting of deposit

in cold regions. This phenomenon may also affect chemical reaction rate in plasma systems
for NOx reduction in exhaust gases.

The study of plasma phenomena is often conveniently divided into three parts namely,

the plasma torch, the plasma jet and analysis of the particles carried in the jet. The present

work concerns processes occuring in the near-field of the plasma jet i.e. just downstream of
the torch.

The early modeling approaches on plasma jets were based on the solution of

momentum integral equations (refs. 1 and 2), and on highly simplified boundary layer

equations (refs. 3 and 4). These techniques, while providing useful insights into the gross
behavior of plasma jets, were inadequate due to their inherent approximations. A fully elliptic

approach was employed later by several workers (refs. 5-10), with varying degrees of

success. Such works ranged in complexity, depending on the assumptions made for the inlet

conditions, property variation and treatment of the surrounding gas. They have shown that:
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(i) the velocity and tempcratu_ profiles within the reactor am strongly dependent on the
torch exit conditions,

(li) plasma jetsoperating in a fullylaminar regime could be adequately modeled by existing
methodologies, and, _ -

(iii) plasma jets operating in a fully turbulent regime could not be adequately simulated with
existing conventional turbulence models. Specifically, such models could not account for
the inherent non-isotropic, intermittent na_ of the turbulence field.

Recent studies (refs. 11 to 14) have shown that contrary to cartier beliefs, the flow

emanating from most standard torches is highly transitional over most of the domain of the

reactor, and mixing of the plasma jet with the cold surrounding gas is dominated by large

scale coherent structures. Clearly, prediction methods which assume uniform properties

resulting from small-scale mixing processes (such as the popular k-e model) will be highly
unreliable. Specificafly, the phenomenon of unmixedness cannot be predicted by conventional
turbulencemodels.

The objectiveof thisstudy isto employ a two-fluidmodel (refs.15 to 17) to predictthe

degree of mixing and unmixeness in the near-fieldregion of a typicalplasma reactor.The

two-fluididea has been employed in variousforms by many authors (refs.18 to 23). The

presentmodel has however refined those ideas by employing the mathematical techniques
thathave been developed for two-phase flows. The model requiresSolutionof conservation

equations of two sets of velocities and temperatures, and also of the volume fractions. It

alsore.quiresmathematical representationof each of the processes of interactionbetween the

the two fluidssuch as momentum and heat exchange and entrainment of one fluidby the

other. Additional relationsare required to express the transportof fluidfragments due to

relativemotion of the two fluids.The model has been applied successfullyto boundary layers

and internalflows in cartierpublications(refs.16,17,and 24 to 26). In the presentpaper,the

main featuresof the model am presented and appliedto flow in a plasma reactor.

A parabolicsolutiontechnique has been employed to ensure adequate gridresolution

and numerical accuracy of the results.Itshould be mentioned thatwhile a fullyellipticmodel

does not sufferfrom the approximations to the governing equations imposed by the parabolic

scheme, itrequirescalculationof the whole domain of the reactor,including the stagnant

region outsidethejet,where littleor no property variationsoccur. Indeed, eliipticity(or flow

re,circulation)isconfined essentiallyto thisouter ambient region and itsneglect isnot

expected to have significanteffecton the resultswithin the plasma jet.The presentparabolic

approach allows us to concentrate the computational gridwithin thejetregion of interest.

The paper is divided into fivemain sectionsof which thisintroductionis the first.In

the following section,we describe a briefmathematical formulation of the two fluidsmodel.

Section 3 provided detailsof the computational method employed to solve the governing

transportequations. The resultsare presented and discussed in section4. Finally,section5
contains the concluding remarks.

MATHEMATICAL FORMULATION

The Two-Fluid Idea

We propose that the. observed mixing and unmixedness in plasma jets could be

explainedto a significantextent,by a "sifting"phenomenon, in which fragments of fluid

subjectedto largerbody forcesmove through those subjectedto smaller body forcesin a

pressure gradientfield.This phenomenon issimilarto the Rayleigh-Taylor kind instabilities.
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The body forces are here due to the large thermal field gradient between the plasma gas and
the ambient air. This sifting motion is essentially one-dimensional. Conventional turbulence

models such as the k-e model have terms to express gradient diffusion fluxes or shear

stresses which in the present situation represents only an additional mechanism responsible

for mixing. These models have no termsto Account for the often counter-gradient unmixing
phenomenon.

The siftingphenomenon can be representedmathematically by considering space as

containing a mixture of fragments of two distinctfluids,separatedby sharp (butflexibleand

permeable) boundaries on which surfacetensionare inactive.In effect,while conventional

models are concerned with time-averaged propertiesof fluid,the present two-fluidmodel

focuses on averages of conditioned quantities. At any location,we thus have two average

densities,two velocitiesin each coordinate directionand two temperatures.

The most general means of distinguishingbetween the two fluidsis to suppose that

fluid1 has a greatertime-averaged velocityVl,and fluid2 a lesserone, v2, in the body-force

direction.This definitionallows a directqualitativephysicalrelationshipto Prandtrs mixing-

lengththeory (ref.19). Fortunately,in the presentsituation,thisimplies thatfluidI isthe

hot plasma gas while fluid2 isthe cold ambient airsurrounding thejet. The two fluidsare

assumed to share space in proportion to theirexistenceprobabilitiesor volume fractions,rl
and r'2,such that:

rl +r'2 = 1.0 (I)

In thisand subsequent equations,subscript1 refersto the plasma gas (Argon) while

subscript2 refersto the ambient air(or Nitrogen).

Transport equations are required for each fluid,with empiricalrelationsto express the
entrainment and transferof momentum and heat atthe interface.

General Conservation Equation (Fluidi)

In light of the above, the set of partial differential conservation equations governing

the transport of a generic flow variable ¢ for fluid i (i=1 for plasma gas, i=2 for ambient air) in
plasma jet can be represented as:

_ (riPi¢i)+ V. (riPiUi¢i - riV¢i ) = Si + Si* (2)

in which,

r E

F=

U N

S=

S*m

dependent variable(= 1 for continuity)
volume fraction

relevanttransportproperty (exchange coefficient,representingeffectof diffusion
within one fluid)

velocity vector

intra-fluid source terms (e.g. pressure gradient and buoyancy forces)

inter-fluid source terms (friction, entrainment, heat conduction at interface)

The dependent variables and the ass_iateddefinitions of F, S and S* arc presented in
Table 1. Details of the derivation of these expressions are contained in refs. 16 and 17. The
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set of values of the model constants employed in the analysis is presented in Table 2. These

values have been established in earlier work on boundary layers and flee shear flows (rcfs.

I6, 17 and 24). In Table l, subscripts i and j refer to the two fluids, E represents the
entrainment rote, F is the interface friction and Q is the heat conduction at the interface.

Auxiliary relations are employed to express these mrms as follows:

Entrainment Rate: We assume that the rate of entrainment is proportional to the relative

velocity of the two fluids and to the surface area of the fragmenL Assuming j represents the

fragment phase, the entrainment rate per unit volume can thus be expressed as:

Eij = CmPirirj(rj-0.5)IAU1// (3)

where Cm is an empirical constant and I is a measure of the linearscale of the fragment and

characterizes the interaction processes betw_eh-the two finds, ]AU! represents the relative

velocity between the fluid and its surrounding. Tlic-term_(rj-0.5) is used m enforce s_nmeu'y

and ensure generality of application of the model m flee and confined flows.

Inter-Huid Friction Forces: The friction forces per unit volume that fluid j exterts on fluid i is
expressed as:

Fij = cfpirirj (Uj-Ui)IAUI// (4)

in which cfis an empirical constant and U represents either the cross-stream or streamwise

velocity components, depending on the momentum equation of interest. Equation (4) implies

that the slower-moving fluid gains momentum from the fast-moving fluid. This momentum
transfer is of course in addition to that due to the mass transfer as a result of entrainment
between the fluids.

Inter-Fluid Heat Transfer: The heat conduction at the interface from fluid j to fluid i is
expressed in analogy to the above inter-fluid momentum flux as:

Qij = ChCpPirirj(Tj-Ti)IAUI// (5)

where eh is an empirical constant (established in ref. 24) and Cp is the specific heat of the hot

fluid at constant pressure. In effect, the hot fluid looses heat to the cold fluid at any spatial
location.

Shear Source Sv!: By analogy to Prandtl's hypothesis, we postulate that there should be a

shear-related source in the cross-stream momentum equations (for vl and v2)that is

proportional to the gradient of the mean streamwise velocity. This source term can be
expressed as:

Svi = CvPi IAUII _--W_Wi...... (6)

in which cv is an empirical constant and w is the mean velocity in the main flow direction. This

equation implies that vt will increase and v2 will decrease, whenever the two fluids are in

relative motion and the main flow exhibits shear (i.e. 18w/'Oyl > 0). This term thus expresses
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thewell-known instability of shear layers and their tendency to break up into a succession of
eddies or train of vortices which are convccted downstream at the mean-flow velocity.

While the actual entrainment process in shear flows and perhaps plasma jets

may depend in detail on viscous action, evidence abounds indicating that the entrainment rate

is controlled by the large-scale motion (refs. I I and 25). We here employ the following

transport equation to obtain the length scale thus:

_I _v _w

u. vz = - BI( + (7)

in which A and B arc constants. The first term on the right hand side expresses the growth of

fragment size by enu'ainment and agglomeration. The second term represents the decrease

of fragment size by shear distortion. The preliminary values employed for the constants arc
A = 0.05 and B = 0.01.

Boundary and Initial Conditions

Symmetry Plane: The physical situationconsidered issymmetrical about the jetaxis,and so

calculationsare performed only over one halfof the flow. A no-fluxboundary conditionisthus

imposed at the symmetry plane.

At the outer edge of the computational domain which is located in the ambient

air stream just beyond the jet boundary, a fixed pressure condition is imposed. Thus, mass

transferor entrainment of airacrossthisboundary iscalculated from continuity.The main-

stream velocitiesand temperatures are prescribed to equal the values in the surrounding air.

The parabolicnumerical approach employed impliesthereis a predominant directionof

flow. The nature of the governing equations is such thatthe downstream boundary condition

isof no consequence and needs not (and indeed, should not) be prescibed.

InitialConditions: Since the calculationsmust startfrom an inletplane,the initialdistribution

of the dependent variables(velocities,temperatures,volume fractions)must bc specified.At

the torch exitwhich representsthe inletplane to the computational domain, parabolicvelocity

and temperature profilesare prcscibcd withinthe jetusing the following relations:

vl = vmax [I-(r/ro)2] (8)

T1 -- Tmax [ 1 - (r/ro) 2] (9)

wherein Vmax(--g00m/s), Tmax (=11500K) are the maximum velocity and temperature at the

axis,vl and TI are the velocity and temperature of the Argon (plasma gas) respectively,r is

the radial coordinate and ro is the radius of the torch. The values employed for these

parameters are contained in Table 3. The volume fraction of the plasma gas (rl)is also

specifiedto be unity at thislocation.
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COMPUTATIONAL DETAILS

A totalof 40 non-uniform grids are employed in the radialdirection,with about 90%

located within the jet.The computational domain is allowed to expand linearlywj_ the
downstream directionin the form:

rg/ro = a + bz (10)

where rg isthe radialextentof thegrid,re isthe torch exitradius (jetradius at inletplane),z

is the streamwise distance from the inlet and a and b are empirical constants. The

establishedspreading ram of axisymmetric jetsisused to_stiate the initialmagnitudes of a

and b. The estimated values are then systematicallymodified until the computational grid

spreads slightlyfasterthan the jet. The values employed in the present study are a = 1.0
and b =18.50.

Solution Procedure; The above governing differentialequations are solved using the Inter-

Phase Slip(II:)SA)algorithm embodied in the PHOENICS computational code (rcf.27).The

IPSA algorithm has been described in detailin severalpublications(refs.28 to 30).This

algorithm allows for.shared pressure bet'we,cn the two fluidsand employs a Partial

EliminationAlgorithm (PEA) to accelerateconvergence of the solutionsof the finitedomain

equationsfor the temperana'_s and velocities.

The thermodynamic and transportpropertiesof theplasma gas (Argon) and airam

obtained from the litexamre(refs.31 to 33).The principalinput parameters employed in the
computation are presented in Table 3.

RESULTS

P_limiam'y Applicationto Shear Flows

Figs.1 shows a comparison of the mean and conditioned temperature similarity

profileswith the experimental data (refs.34 to 39),for a plane jetejectingintostagnant

environments. The corresponding resultsfor an axisymmetric jetarc presented in Fig.2.

The predictedand measured shear stressesand heat fluxes are presented in Figs.3 and 4 for

a plane jetand an axisymmetric jet,respectively.The predictedgross characteristicsof jets
am compared with the values deduced from the expcrirnentaldata in Table 4.

The mean characteristicsand fluxesin the above and subsequent figuresare

calculatedfrom the individualfluidvariablesand the volume fractionsusing the following
relations:

-- r14)l+ r2_b2 (II)

-- rlr2(v1"v2)(_l'_b2) (12)

where d_ represents velocityor temperature.

These resultshave shown thatthe two-fluidmodel, employing the model constants

presented in Table 2, can adequately predictthe flow characteristicsof turbulentshear flows.
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Application to Plasma Jets

Fig. 5 shows a schematic sketch of the calculation domain considered. The initial
width of the gi'id is located at the torch exit, and the forward step size is progressively
increased until a distance of about 8 torch diameters is reached. This ensures that

predictions are restricted to the near-field region of the jet. Figs. 6 and 7 show respectively
the velocity vectors and mean temperature profiles in the plasma jet. These figures clearly
show the spread of the jet along the reactor, and the decay of the jet velocity and temperature
downstream of the torch. The hot and fast-moving core of the plasma is clearly visible from
these figures, as weLl as the slow, cold region near the edge of the jet.

The decay of centerline mean velocity and temperature are shown in Figs. 8 and 9.
Fig. 10 shows the increase in fraction of Nitrogen (or ambient air) along the centertine while
Fig. 11 presents the profiles of the volumetric entrainment rate in the jet. Clearly, there occur
sharp decreases in the velocity and temperature profiles at locations corressponding to the
increase in entrainment rate. Fig. 11 shows that at any axial location, the entrainment rate
reaches a maximum near the edge of the jet. It should be remarked that the outer edge of
Fig. 11 (as in other figures showing the complete domain) corresponds to the outer edge of
the computational g'rid, while the edge of the jet is somewhat narrower.

EquaLly significant is that Fig. i0 indicates that a significant portion of the core region
of the jet consists of ambient Nitrogen downstream of the torch. While subsequent mixing
might allow this to decay farther downstream, this result clearly confirms the occurence of
unmixed fragments of ambient fluid within the plasma.

Figs 12 arid 13 show the radial profiles of predicted conditioned velocities and
temperatures respectively, at a location z/D=5, downstream of the torch, D being the
diameter of the torch exit. Figs. i4 and 15 show the field profiles of Argon temperature and
Nitrogen (Air) temperature respectively. In Figs. 16 and 17 are presented the Argon and
Nitrogen temperam.,'e profiles, respectively, at three axial locations (z/D=3, 5 and 8). These
figures show that Argon temperature is generally higher than Nitrogen temperature; the
difference progressively decreasing downstream as entrainment increases. At a location just
downstream of the torch (z/D--3), the plasma temperature decreases rapidly due to large
entrainment of Nitrogen, and then decreases towards the free stream. Fig. 16 shows that at
large radial locations, the plasma temperature near the torch is smaller than that far
downstream due to the spread of the jet. For instance, while location r = 6mm might be
located in the low temperature, ambient region at z/D-3, the same radial position would be
located well within the expanding jet at z/D=8, father downstream of the torch.

In Figs. 18 and 19 a_ presented a comparison of the predicted temperature centerline
and radial temperature profdes respectively with the experimental data (ref. 40). To obtain
this fit, the inlet velocity and temperatu_ pi'ofiles have been expressed using the following
relations:

v = Vmax [ I - (r/ro)3] (13)

T = Tmax [ 1 - (r/ro) 3] (14)

where Vrnax_)m/s and Tmax = 11500 IC This approach was taken due to lack of available
data for the conditions at the torch exit. While the results appear satisfactory, the work is
still very preliminary at this stage. A more detailed study of this problem will be considered

in a subsequent publication. These figures however show that, with the appropriate inlet and
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boundary conditions, the experimental data on jets can be well simulated by the two-fluids
model.

..... CONCLUSION : -_-:_-: ......

A two-fluid model of turbulence has been presented that accounts for unidirectional

"sifting" resulting from body-force-pressu.re gradient imbainace, as weU as the stress induced

(gradient diffusion) mechanism. The sifting mechanism is believed to be responsible for the

observed unmixing in many systems including plasma reactors, -.... _:-_-- _....... _

Empirical correlations are employed to represent intcrfiuid phenomena including
entrainment rate,frictionand heat conduction at the interface.The model constantswere

establishedfrom priorwork by comparison of predictionswith availablemean and conditional

sampling data for shear layers.

The model was then applied to predictthe flow characteristicsin a plasma jetissuing

intoa stagnantambient airin a reactor, itallows for the p_ction of not only the mean

velocityand temperature profiles,but also,the spatialdistributionof the Argon (Plasma gas)

and Nitrogen velocityand temperature,volume fractionsand entrainment rate.:-_-:

The resultsapl:)cartobe qualitativelyrealisticand the mod_l appears to be a useful

toolfor predictingmixing and unmixedness in plasma jets.We have been able to predictthe

decay in flow velocityand tcmpcrann'e as a resultof entrainment of ambient Nitrogen. There

appears to be a significantconcentrationof Nitrogen in the core of the plasma even at

relativelylong distancedownstream of the torch,indicatingthe occurence of unmixed zones.

A preliminarycalculationalsoshows thatby adjustingthe inletprofiles,we can successfully

r_produce the experimental data for a plasma jet. Detailsof thiswork willappear in a

subsequent paper.

Further work isbeing planned to compare predictionswith more experimental data.

The ultimateobjectiveisto combine thismodel with a largeeddy simulationscheme to

predictthe large structuresobserved experimentally,and to study the transitionalflow

behavior in the plasma reactor.

- : ±: _±
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List of Symbols

D Diameter of torch at exit

Eij Volumetric entrainment rate of fluid j by fluid i

Fij Volumetric inter-fluid friction

k Turbulence kinetic energy

I Length scale

P Static pressure

Qij Heat transfer by conduction at the interface
r Volume fraction
r Radial coordinate

ro Radius of torch at exit (D/2)

rg Radial extent of computational grid
S Intra-fluid source term
S* Inter-fluid source term

Sv Shear source in radial velocity equations

T Temperature

U Velocity vector

v Velocity component in radial direction

w Velocity component in strcamwise direction
vT Turbulent heat flux

v"_ Turbulent shear stress

y Radial coordinatedirection
z Streamwise coordinate direction

8 Momentum boundary layer thickness

8T Therrnal boundary layeruhickness

Rate of dissipationof turbulenceenergy

Generic flow variable
F Diffusionfluxcoefficient

9 Fluid density
¢_ Prandfl number
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Table I: Exchange Coefficients and Source Terms .....

Equation Fi Si

Mm balance

Momentum (Radial)
Mom_tum (Axial)
Energy

0 0 Eij
et/rirj Ivl "rtVP +$vi Fij + UjEij
et/rirj tVI "riVP Fij + UjEij
ct jtv o.r o % +

Table 2: Values of the Two-Fluid Model Constants

ConsUlt Value

cm I0.00
ev 0.30
Cd 1.00
ef 0.05
et 10.00
eh 0.05

o, 1,00

Table 3: Principal Input Paramemrs

Plasma TorchDiameu_-
Maximum PlasmaTempenn_e
Maximum PlasmaVelocity

Nitrogen Temperanzre

Snlrn
I 1500K
400m/s
300K

Table 4: Predicted and Measured Integral Characteristics of Jets

Parameter
Round Jet Plane Jet

Data Prediction Data Prediction

d_dz 0.086 0.087 0.II0 0.120

dSrldz 0.II0 0.105 0.140 0.145

../r_ 0.0i9 0.014 0.024 0.020
0.021 0.020 0.028 0.029

F,_ 0.051 0.050 . 0.060
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Fig. 10 Volume fractions of Argon and Nitrogen along jet axis
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Fig. 14 Profile of Argon temperature ha the jet
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SUPERSONIC MINIMUM LENGTH NOZZLE DESIGN
FOR DENSE GASES

N94-23656

Andrew C. Aldo" and Brian M. Argrow*"
Department of Aerospace Engineering Sciences

University of Colorado
Boulder, Colorado 80309

ABSTRACT

Recently, dense gases have been investigated for many engineering applications such as for turbo-
machinery and wind runnels. Supersonic nozzle design for these gases is complicated by their nonclassical
behavior in the transonic flow regime. In this paper a method of characteristics (MOC) is developed for

two-dimen_onal (planar) and, primarily, axi_mmetric flow of a van der Waals gas. Using a straight sonic
line assumption, a centered expansion is used to generate an inviscid waLtcontour of minimum length. The
van tier Waah results are compared to previous perfect gas results to show the real gas effects on the flow
properties and inviscid wall contours.

INTRODUCTION

A minimum length nozzle (MLN) produces a uniform supersonic flow with a minimum ratio of
throat height or radius to total nozzle length. Argrow and Emanuel (refs. 1, 2) present detailed discussion
of MLN designs, comparisons of different types, computational flow field analysis, and engineering ap-

plications. Until this paper, all MLN analyses, that we are aware of, have focused only on perfect gas re-
suits. Several authors (refs. 3-10) have recently investigated nozzle flows for nonideal gases. References
3-5 and 8-11 discuss steady flows of densegasee. Cramer (ref. 11) refers to these gases as BZT (Betho-
Zel'dov/ch-Thompson) to recognize the individuals _ first theo_ _eir nonclassical behavior. Such

behavior includes local a minimum of the Mach number during steady isenm)pic expansion, expansion
shocks, increase in the critical Mach number, and other nonclassical behaviors. BZT fluids typically have
large polyatomic molecules with comparatively large specific heats.

All the previously mentioned references that investigate BZT fluids discuss the thermodynamic
condition that governs the classical or nonclassical behavior. The governing thermodynamic parameter is

where

is the speed of sound, _, _, and _ are the density, pressure, and en_'opy, respectively. The overbar indicates
dimensional quantities. The pm'ameter F is referred to by Thompson (ref. 13) as the fundamental derivative
of gas dynamics.

For most fluids F > 0 under normal conditions, but for BZT fluids may have F < 0. The r < 0

region of a BZT gas (dense gas) occurs in the densegas region near the satm-ated vapor curve in the pv
plane. Practical uses for the nonclassical behavior of BZT fluids include turbomachinory and heavy-gas

'_duam Student
",au.dmnt Profes_
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wind tunnels. Discussion of the various applications that may capitalize on the nonclassical behavior of
BZT fluids can be found in refs. 3, 5, and 8-12.

The most apparent application of a MLN designed for den_-gas flow is for heavy-gas wind tun-

nels. Anderson (ref. 9) shows Navier-Stokes calculations for the flow of sulfur hexaflouride (HF6) over a

NACA 0012 airfoil. This study investigated the feasibility of using this large-molecule gas for wind tunnel
applications. While most of the previous references speculate that nozzles can be designed to produce su-

personic flow of a BZT fluid, the calculations have been limited to one-dimensional cases (refs. 3-5, 8, I0,

II).

THERMODYNAMIC MODEL

The van der Waals equation of state is

_r-b _2'

where _ is the specific gas constant, v is the specific volume, and

 ffirrc andzr=
spc 64pc

The c subscript refers to conditions at the critical point. The following thermodynamic development and
nondimensionalization scheme follows that of ref. 12. The enthalpy _ and speed of sound _ are given by

_'-- _# + i+ --W"

2_ 1 t/2

Here er is an arbitraryreference energy and

Because there is minimal temperature variation for the flows investigated, we assume a constant _v = _v=,
where _v® is the ideal gas specific heat. The temperature variation for isentropic flow of a van der Waals
gas is given by

where the 0 subscript refers to stagnation conditions.
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Thenondimensional(reducedvariable)form of the van der Waals equation is written as

8T 3--
P " 3v- 1 v2'

and the critical compressibility is

Z_= _c=

with the reduced variables

p=ir T= Tp¢, _, v =v'-;"

The nondimensional form of the other thermodynamics relations are

[v o - b'_6

T= To_-=-r ) ,

- "_o '

a--
M ffi v/2(h° - h)

a

where

= 27 I

METHOD OF CHARACTERISTICS FOR REAL GASES

The method of characteristics (MOC) used by Argrow and Emanuel (ref. 1) assumes an isentropic,
h'rotational flow of a perfect gas. For this ease, the governing two-dimensional partial differential equation

reduces to a set of four algebraic equations, two characteristic and two compatibility equations. For "the
axisymmetric case, the characteristic and compatibility equations form a set of four ordinary differential
equations that are solved simultaneously. Details of the solution procedures can be found in ref. I.

A MOC for the isentropic two-dimensional or axisymmetric flow of a real gas (ref. 14) is used for

the present study. The method is completely general and we use the van der Waals thermodynamic model

more for simplicity than for accuracy. The governing partial differential equations (PDEs) are given by the

gas dynamic equation, the irrotationality condition, and the speed of sound relation,

(v] a2) Vx + (v2
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a ==a(V) ffi a(Vx, Vy),

where cr = 0 for _o=dimensionalflow or (7 ffi 0 for _symmetric flow, x and y are the axial and radial
(transverse) coordinates nondimensionalized with respect to throat radius or half-height, Vx and W are the

corresponding velocity components, and V is the velocity magnitude, all velocities are nondimensionalized

in the same manner as the speed of sound _. Along the characteristic lines, that correspond to Math Lines in

the flow, this system of PDEs reduces to two ordinary differential equations called compatibility equations.
Fig. 1 is a schematic of the supe_sSnie fl0_, field-_0wing the _ geometry'andthe flow geometry

associated with an arbitrary point on a streamline. The angle O* is the initial inclination of the supersonic
contour. The left and right running characteristics designated as C+ and C_ are Mach lines inclined at the

Mach angle/_ with respect to the velocity vector V. The corresponding characteristic and compatibility
equations are

C+ characteristic equation : = 2+ = tsn(O -4-Iz),
4-

(la)

a2Vv

Ca: compatibility equation: (V ] - aa)dVx, + [2V.,Vy - (V_ - a2)A+]dVy, - cr---_c&± ffi O. (lb)

The gas is assumed to enter the supersonic portion of the nozzle along the straight sonic line OA

uniform and parallel to the axis. It is then expanded and accelerated (or possibly decelerated in the F < 0

region) through the nozzle and exits the nozzle with a uniform flow crossing the terminating characteristic
BC at the exit Mach number Mf. For the two-dimensional nozzle, the centered expansion generated by the

sharp throat is a Prandtl-Meyer expansion. In the axisymmetric case, the flow at the wall is locally two-di-

mensional, thus at the throat the expansion is locally Prandfl-Meyer. Construction of the flow field begins
by discretizing the centered expansion into equally-spaced velocity increments. Each velocity increment

A V has an associated isentropic flow turn angle increment A0. The angle increment A0 is computed from
the relation

V 2

J Vt V "

(2)

For a perfect gas, the AM associated with an angular deflection A0 can be easily determined from the

Prandtl-Meyer function. For a real gas, the Prandtl-Meyer computation requires the solution of a system of
ordinary differential equations as shown by Cramer (ref. 10). We avoid the Prandtl-Meyer computation by
using the angle-velocity relation, equation (2).

With the position of the throat specified and the velocity components (Vx,Vy) computed from V and
0, the necessary independent variables are determined at the throat. Equations (1) are solved simultaneous-
ly using the second-order average-property Euler predictor-corrector scheme described in ref. 14. The

characteristic net of the kernel region OAB and the transition region ABC is constructed using the unit pro-
cesses described in red'. I. The wall conlfour corresponds to the streamline that passes through points A and
C. This streamline is determined by also using the average-property Euler predictor-corrector scheme to
integrate the equation

dy...._= tan0,,.
d.x

from the initial condition, 0w = 0* at x = 0 to the exit condition 0w = 0 at .rf = 0.
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Theaccuracyof thecharacteristiccomputationsandthe wall contour are affected by the spacing of
the characteristic nodes. The C_ characteristics that emanate from the comer at pointA reflect from the axis

as C+ characteristics and bend away from the center of the expansion. This causes relatively large spacing

between characteristic node points and the subsequent computed wall points just downstream of the throat

where the gradients are largest. To alleviate this situation, the characteristic net is compressed toward the

sonic line by decreasing the step size of the speed increments in the centered expansion discretizafion. The

Prandfl-Meyer and turn angles in ref. I are discretized and compressed in a similar manner.

RESULTS

For the nominal case of TO =I.01, 6 = 0.02, and vo - 0.70, _ ss 6V - I0 -6 for equation (2). The

first characteristic is chosen at _V, then the step size is increased until a characteristic is generated at every

20_E This allows characteristics to be compressed towards the sonic line for improved accuracy. For the
nominal case, the limits of integration for equation (2) are set at the sonic speed V1 = 0.26 to V2 = 0.gVmax

with Vmax = 9.93. Characteristic spacing in the transition region is controlled by an aspect ratio that keeps

the shape of the characteristic cells as uniform as needed. For the relatively short nozzles produced in this
study, the aspect ratio was set at 0.5. Reference I gives a complete description of how the characteristic

compression and transition region aspect ratio affect the overall computational accuracy.

Figures 2 show the wall contour and the variation of M, 0, and F along the axis and along the wall
for a two-dimensional nozzle with TO =I.01, _ =0.02, and vo =0.70, 0.85. Figure 2(a) indicates the increase

in nozzle length required for the more dense gas. Note that 0* is fixed at 2.5 ° for the comparisons in Figs.
2. This is near the maximum value of (_*where the C_ characteristic, near AB of Fig. i, begin to overlap

other C_ characteristics in the kernel, or there is overlapping from C+ characteristics near BC with both

instances producing an oblique expansion shock. Once a shock occurs (compression or expansion), the

flow is no longer isentropic and the MOC cannot be applied without some special procedure to account for

the placement of the shock (We do not to incorporate such a procedure in the MOC used for this study.)

For Figs. 2Co-d), the axis curves are terminated at the end of the kernel because the uniform flow
region begins at point B as shown in Fig. I. The wall curves extend to the end of the contour at point C as

also shown in Fig. i. The density _)decreases smoothly along the axis and wall for both cases as shown in
Fig. 2Co). Figure 2c shows that the gas is expanded into a F < 0 region that extends through the nozzle exit

for the nominal v0 =0.70 case. This produces a uniform supersonic flow with F < 0. For this case, the

Mach number reaches a maximum of about 1.88 along the axis and along the wail, as shown in fig. 2d.
This agrees with the quasi one-dimensional results obtained by Cramer and Best (ref. 12).

A comparison of the wall contours at the maximum Mf for the two-dimensional and axisymmetric
nominal cases is shown in Fig. 3. Note that in the contour plots, the y-axis is not to scale. Although diffi-
cult to see, the axisymmetric contour contains an inflection point just downstream of the throat that is not

present in the two-dimensional contour. Also, 0 Is larger for the two-dimensional case as will be shown in
more detail in the following figures. The results of this plot agree with the perfect gas results of Argrow and
Emanuel (ref. I).

Figures 4(a) and 4(b) show the 8*vs. Mf variation for the axisymmetric and two-dimensional cases,
respectively. These figures show the no_ case, a perfect gas with nominal conditions, and nominal
conditions with vo = 0.85. Varying stagnation conditions for the perfect gas does not effect the nondimen=

sional results. The dense gas case, v0 = 0.7, shows BZT gas behavior, reaching a maximum Mf of about
1.88 for 0*near I ° for the axisymmetric case shown in Fig 4(a). Then M/decreases until reac_g a maxi-

mum 0 *value of about 2.5 °. The maximum Mf for the two-dimensional case is at 0 * m 2.5 °. The decrease
of Mf for 8 * > 9.5 ° is not shown in Fig. 4(b), although the maximum 0 ° for this case is about 3.5 °.

Figures 5 and 6 also show 0*vs. Mf for the for the nominal axisymmetric case. Figure 5 shows the
effect of varying To, keeping other nominal conditions fixed, compared to a perfect gas. This shows that
slightly increasing To moves the flow away from the dense gas region. Figure 6 shows the effect of varying
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cvlR, keeping the other nominal conditions fixed, compared to a perfect gas. This shows a tendency to ap-
proach perfect gas behavior as cvlR is decreased.

Figures 7 and 8 show the variation of the kernel length ._ and nozzle length xf vs. Mf, respectively.

Note that for the two-dimensional case, the figures show the increase to the maximum lengths but the de-
crease as O* increases (and M/decreases from the maximum) is not shown in these plots. The BZT gas

behavior is indicated in the nominal cases. Because the gas is more dense, the lengths are longer and reach
a maximum before decreasing.

CONCLUSIONS

The MOC is applied to the steady, isentropic flow of a dense gas. A method is presented for gener-

ating inviscid MLN contours to produce a uniform supersonic flow. The MLN procedure presented is lim-

i:,_d to cases where there is only one sonic point. Inclusion of more than one sonic point will require the

coupLing of the present method with a subsonic contour design procedure. In order to continuously isen-
tropically expand the gas from a stagnation state to M --, _o reference 12 shows that for the nominal case

investigated in the-presem study, M fir_ reachesalocalmaxTtmum valuer" __fore ciecreasing to

a supersonic minimum of about 1.05. We have shown that it is not possible for a nozzle to use a single

centered expansion to accomplish this. At best, the single centered-expansion MI2q can generate an isen-
tropic expansion slightly beyond the local maximum before an expansion shock is generated. The maxi=

mum allowable 0* appears to occur as the/" < 0 region approaches the throat, resulting in a shock. We

speculate that a design that employs two centered expansions separated by a t-mite converging wall may be
able to accomplish the expansion in a minimum length. This will be investigated in the future.

It was shown that the nozzle designs presented may be used to produce a steady supersonic flow of

a BZT gas in a F < 0 state. This raises the possibility of producing interesting wind tunnel experiments to

study the supersonic external flow of a dense gas over akfoils and other aerodynamic shapes.
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SUMMARY

Self pressurization by propellant boiloff is experimentally studied as an alternate pressurization
concept for the Space Shuttle external tank (ET). The experimental setup used in the study is an open

flow system which is composed of a variable area test tank and a recovery tank. The vacuum jacketed

test tank is geometrically similar to the external LOx tank for the Space Shuttle. It is equipped with

instrumentation to measure the temperature and pressure histories within the liquid and vapor, and

viewports to accommodate visual observations and Laser-Doppler Anemometry measurements of fluid

velocities. A set of experiments were conducted using liquid Nitrogen to determine the temperature
stratification in the liquid and vapor, and pressure histories of the vapor during sudden and continuous

depressurization for various different boundary and initial conditions.

The study also includes the development and calibration of a computer model to simulate the

experiments. This model is a one-dimensional, multi-node type which assumes the liquid and the vapor

to be under non-equilibrium conditions during the depressurization. It has been tested for limited number

of cases. The preliminary results indicate that the accuracy of the simulations is determined by the
accuracy of the heat transfer coefficients for the vapor and the licluid at the interface which are taken to

be the calibration parameters in the present model.

INTRODUCTION

The analytical study conducted previously [I] has demonstrated that self-pressurization due to

boiloff during discharge of liquid from a cryogenic tank is possible under certain boundary and initial

conditions. The boiloff phenomena depends on various parameters such as: initial pressure and

temperature of the vapor, initial temperature of the liquid, initial ullage volume, discharge rate (exit valve

setting), initial concentration of bubbles in the liquid, impurities in the liquid, external heat transfer,
nucleation sites on the walls of the container, and variation in liquid-vapor interfacial area that are due

to changes in cross-sectional area [2,3, and 4]. It also depends on parameters that are directly related

to the thermophysical properties of the cryogenic fluid. R is important to know which of these parameters
play an important role in determining the rate of pressure recovery in the ullage and to what extent. Such

information helps one to explore the possibility of passive type of self-pressurization in cryogenic tanks.
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The scope of this study includes the investigation of the important parameters that effect the self-

pressurization phenomena. They are chosen to be the parameters that are set at the beginning of the
discharge such as : initial ullage volume, discharge rate (exit valve setting), and initial ullage pressure.

The study was planned to be conducted under a controlled environment; therefore, a scaled down model

of the liquid Oxygen (Lox) tank [5] with the necessary piping and recovery system was constructed and

equipped with various instrumentation in the Cryogenics Laboratory at the University of New Orleans.
A numerical analysis is also carried out to predict the time dependent pressure, temperature,

density, and velocity distributions within the liquid and vapor phases of the Nitrogen in the tank as it goes

through a sudden depressurization. The mathematical model adopted for this purpose is a one-

dimensional, non-equilibrium thermal-hydrodynamic model. A more simplistic but practical model
approach that is cited in the literature [6,7, and 8] assumes a single temperature and pressure for both

of the phases. These thermal equilibrium models cannot predict the evaporation rates correctly during the

initial stages of depresurization; therefore are not reliable in predicting the pressure transients. This fact

may lead to underestimation (or overestimation) of the time for pressure recovery within the tank. More
elaborate models use three-dimensional, incompressible Navier-Stokes equations [9] which fail to predict

the transient behavior of the vapor in the ullage which exhibit non-equilibrium characteristics during the
depressurization process.

DESCRIPTION OF THE EXPERIMENTAL SETUP

The schematic of the Space Shuttle Liquid Oxygen (LOx) External Tank (E'F) is given in Figure
1. The tank is f'dled from an eccentrically placed pipe at the bottom which serves also as the 0utlet. The

LOx tank has slosh baffles on the lower interior and anti-vortex baffles at the bottom as shown in Figure

1. The gaseous Helium is injected from the bottom of the LOx tank for geysering protection and is
injected from the top for pressurization. There is also a vent/relief valve at the top of the tank. The model

tank and the rest of the experimental setup is described below [10 and 11]. Nitrogen - which has
thermodynamical properties similar to that of Oxygen - was chosen as the working fluid because it is safe
and cheaper to obtain.

Model Tank and Flow System

The flow diagram for the experimental setup is shown in Figure 2. The setup consists of a test

tank which is filled with liquid Nitrogen (LN2) that is supplied through a I/2 inch line from a supply
tank. The i 1/2 inch discharge line from the test tmik leads to a recovery tank within five feet or to a

dewar which is open to the atmosphere. The liquid line is equipped with four monitoring stations and also

accommodates a cryogenic liquid pump. The recovery tank exhausts to the atmosphere through a 2 inch
pipe which is also equipped with a monitoring station. The exhaust piping is designed to accommodate

a cryogenic vapor blower. Both the liquid and vapor lines are equipped with ball valves to shut-off or

control the flow of Nitrogen. There is a 112 inch Helium line which is used to pressurize the liquid in

the test tank. A 1/4 inch line diverts the flow of Helium through a needle valve to the bottom of the test

tank for Helium injection simulation. The gas is supplied from a high pressure Helium tank. The test and

recovery tanks and all the monitoring stations have individual relief lines which open to the 2 inch
exhaust line .....................................................................................................................................

Test Tank: The test tank is vacuum jacketed and has a capacity of 55 gallons. The inner tank

was designed in order to simulate both changing and constant liquid surface area as the liquid is drained
from the tank. This is accomplished with a conical section at the top tapering out to a cylindrical mid

section and a dome section on the bottom. The test tank currently has six penetrations: one 1 1/2" outlet

(liquid) on the bottom, four 1/2" outlets (instrumentation ports and a vent port) and one 2" instrument

port at the top. A I/4" Helium inject port is located on the elbow of the 1 1/2" bottom outlet. In addition,
two 2" viewing ports, 180 degrees apart, are located on the cylindrical section of the tank to be used in
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conjunction with a Laser Doppler Anemometry and a video camera to capture the velocity and geometry
of the bubbles formed in liquid during sudden depressurization. The viewing ports consist of quartz

lenses attached to the inner tank and a Pyrex glass attached to the outer shell of the test tank. The test
tank is made of stainless steel 304L and has a maximum operating pressure of 150 psig. Figure 3 is a

drawing of the test tank.

Recovery Tank and Dewar: The recovery tank has a volume of 100 gallons in a cylindrical shape

with a diameter of 28 inches. It is also vacuum jacketed. It has one 1 1/2 inch vacuum jacketed inlet at

the bottom and one 1 1/2 inch outlet at the top. The recovery tank is also made from stainless steel 304L

and has a maximum operating pressure of 150 psig. It is designed to stand pressures up to 150 psig. The

dewar is a vacuum jacketed stainless steel tank which is open at the top. It can hold liquid Nitrogen in
excess of 20 gallons.

Liouid Nitrogen Supvly Tank: During the experiments, the liquid Nitrogen is supplied from a

DURA-MAX 550 dewar. The dewar is vacuum jacketed and has a capacity of 55 gallons. It has a

maximum operating pressure of 350 pslg.

Instrumentation

The tanks and the piping are equipped with various types of instrumentation to monitor the

pressure, temperature and flow rate at appropriate locations. There are five monitoring stations that are
located along the liquid and vapor line. Each monitoring station has a pressure gage and a transducer,

a flow-thru thermocouple, a purge valve and a pressure relief valve.

The test tank is instrumented separately to monitor the instantaneous changes in pressure in the

ullage, temperature in the vapor, and temperatures at various levels of the liquid.

_tft,s._L_.C_ : Analog pressure gages are placed at various points along the liquid line to

visually monitor the pressures in the tanks and in the associated piping. These MATHESON cryogenic

pressure gages are Bordon tube type and have a pressure range of 0 to 100 psig.
Pressure Transducers : The cryogenic pressure transducers are placed in the system as to continu-

ously monitor the ullage pressure, the pressure of the liquid at the exit of the test tank ( see Figure 4),

and the pressure of the vapor in the recovery tank. They are KELLER Series 420 cryogenic transducers

with a range of 0 to 100 psia and are factory calibrated for -320 deg F.

Thermocouoqcs : Flowqhru thermo_uples are placed on the tanks and on the piping to monitor

the temperatures of the vapor and the liquid Nitrogen in the system. They are T type (OMEGA 304--T-
MO-125), 24 WG, and shielded with stainless steel.

Another set of thermocouples are placed 2 inches (5 cm) apart on a I/2 Teflon tubing which is

suspended from the instrument port at the top of the test tank (see Figure 4). These thermocouples are

T type (OMEGA T1"-T-30-200), 32 WG and teflon coated, and are secured to the teflon tube by a special
epoxy.

Flow Meter : A turbine flow meter is placed on the liquid line at the outlet of the test tank to

monitor the flow rate. It is by SPONSLER and is designed to operate at cryogenic temperatures.

Laser Doooler Anemometer • The setup is equipped with a Laser Doppler Anemometry (LDA)

to measure the velocity of the liquid particles in two directions near to the liquid-vapor interface. This

will enable one to determine any circulation that may be present within the liquid, especially adjacent to

the interface. The LDA can also be used to determine the velocity of the bubbles (Helium or Nitrogen).
The present LDA system comprises of a 2 watts Argnn-Ion laser manufactured by COHERENT, IDA

optics by DANTEC which include a beam waist adjuster, retarder, beamsplitter, Brag cell, PM section,
beam translator, beam expander, and front lens.

Data Acquisition Systems

Three different types of data acquisition systems are used, depending on the type of signal, to
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collect and analyze the data coming from the thermocouples, pressure transducers, and the LDA
photomultipliers [10 and 1I].

Data Acouisition with DT2801 _/D Board : A Data Translation A/D board, T2801, is used to

digitize the analog signals coming from the amplifiers that are connected to the pressure transducers. The

analog signals from the KELLER cryogenic pressure transducers are amplified with HONEYWELL
Acudata 218 bridge amplifiers then fed into the termination board for the DT2801. The DT2801 A/D

board digitizer the signals coming from the amplifiers at a 10 Hz frequency and reds them into the
ZENITH Z-286 personal computer. Here a sofrware called ADA processes the digitized signals and stores

them in a user named data file. The stored data can be retrieved any time and plotted using the
GRAPHER plotting software.

Data Acouisition with LabVi_w : The LABVIEW software and the associated A/D board is used

to collect and process the signals coming from the thermocoupies. The very low potential signals are fed

into a SC-2070 breadboard and then into the NB-MIO-16 A/D board. The digitized signals from the A/D

board are fed into a MACINTOSH IIsi personal computer which runs the NATIONAL INSTRUMENT's

LABVIEW software package. LABVI_-'_ package is configured to display the temperatures by virtual

instruments like thermometers or recordings on a strip-chart recorder. All the data that is processed by

the system can be retrieved at a later time for further analysis and display.

Data Ac0uisition for LDA : The data acquisition system for the LDA is made by DANTEC and
include two counter processors, a frequency shifter, a traversing mechanism for two-dimensional velocity

measurements. The signals from the photomultipliers are fed into the counters for both channels through

a frequency shifter. The processed data is fed into a ZENITH Z-386 personal computer which runs the
enCOUNTER data acquisition software. This software package stores and analyzes the data and can

represent the results in graphical form.

EXPERIMENTAL STUDY

The calibration of the instruments, preparation and execution of the experiments using LN2 as
the working fluid are explained below.

Calibration

It was necessary to calibrate the temperature reference junction on the A/D bread board by using

a reference thermocouple which is suspended into LN2 which is stored in a very small dewar open to

atmosphere. The reference thermocouple was continuously monitored during the experiments. Further-

more, each thermocouple in the test tank was calibrated by suspending it into LN2 under atmospheric
pressure and then comparing the readings to the readings of the reference thermocouple. The maximum

deviation was +/- 0.5 degrees F. The data acquisition system for the thermocouples has an overall
accuracy of 0.2 degree F.

The signals from the pressure transducers were also calibrated. For this purpose the vapor

Nitrogen line was equipped with a pressure transducer and a analog pressure gage. A simple calibration

test was conducted where the pressure in the line was reduced slowly at a controlled rate. All the

readings, including the pressure gage, multimeter, and digitized signal readings, were recorded at equal

time intervals. Using these recordings, calibration curves were constructed for eac_pr_sure transducer.
Third order polynomials that approximate these curves were then implemented into the software (ADA)

which converts the digital readings from the A/D board to psia. The accuracy of the pressure transducers
is within +/- 0.2 psia.

Experimental Procedure

The 55 gallon supply tank is filled with liquid Nitrogen one hour before the experiments start.
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Thepressurerelief lineon the supply tank is connected to the exhaust line and the valve is adjusted to

keep the pressure in the tank below 300 psig. Before filling the test tank with liquid Nitrogen, the liquid

and vapor exhaust lines are conditioned with liquid Nitrogen. Then the liquid Nitrogen is introduced to
the test tank from the bottom with the discharge valve completely open. The vent valve at the top of the

test tank is opened partially to keep the pressure in the tank lower than the pressure in the discharge line

so that the liquid flows into the test tank. When the required level of liquid Nitrogen in the test tank is

obtained, the 1 1/2 inch liquid outlet valve is closed. Then the liquid Nitrogen is allowed to boil until

the saturation temperature at atmospheric pressure is attained. At this point the I/2 inch vent line is

closed. Then the liquid Nitrogen in the test tank is pressurized with cold Nitrogen gas to a predetermined

ullage pressure. The system is ready for a blowdown experiment when the pressure and temperature of

the vapor in the ullage are stabilized at predetermined values.
The experiment starts by activating the data acquisition systems. Then all the bali valves in the

system except the liquid outlet valve at the bottom of the test tank are opened fully. Ten seconds after
the activation of the acquisition system the discharge valve is opened to a predetermined setting in one

quick stroke. The temperature and pressure readings are monitored continuously while the liquid Nitrogen

discharges into the dewar or the recovery tank.

Experimental Results and Discussion

A typical history of pressure in the ullage during a sudden depressurization - TESTN41 - is

shown in Figure 5. The recorded history of temperature of the vapor in the ullage (TCI) and the history
of the temperatures in the liquid (TC2, TC3, and TC4) for the same experiment are shown in Figure 6.

Sudden depressurization causes a drop in the recorded temperatures and then an increase as the liquid
turns into vapor. The existence of temperature stratification within the liquid can be easily observed from

this figure.
Three different sets of experiments were conducted to determine the effect of various operational

parameters on pressure recovery. A detailed description of the experimental results can be found in

reference [10 and 11].
: In one set of experiments, three different initial ullage pressures were studied:

21 psia, 18 psia, and 16 psia. The tank was full with liquid Nitrogen and the discharge valve was fully

opened (90 degrees) in this set of experiments. Thefluid inside the test tank was observed through the

viewports during one of the high pressure experiments and has been recorded by a high speed, digital
video camera. The pressure histories for these experiments as registered by the pressure transducer (Fr2)

located on the discharge line (Figure 4) are given in Figure 7, In all of the cases studied the pressure

starts to recover after a sudden, sharp decrease in pressure.

: Four different discharge rates were studied in another set of experiments.

Different discharge rates were attained by setting the discharge valve to four different valve opening

positions: 15, 30, 60, and 90 degrees. The pressure histories for these experiments are shown in Figure

8. The initial ullage pressure was 20 psia in all of these experiments. It can easily be observed from these

figures that a slower discharge rate provides a faster rate of pressure recovery.
Initial Ulla_e Volume : The effect of the initial ullage volume was studied during the last set of

experiments. The pressure histories for each experiment is shown in Figure 9 where the tank is filled with
50,40, and 30 gallons of liquid Nitrogen at a time. In these experiments the ullage pressure is 20 psia

and the discharge valve is fully opened. Studying these figures one observes the increase in susceptibility

of the fluid to flow oscillations with increase in ullage volume.

NUMERICAL STUDY

To improve upon the numerical simulations given by the existing thermal equilibrium model [7],
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it was necessary to assume the vapor and the "liquid phases to be at nonequilibrium conditions which is

expected to exist under sudden depressurization. Furthermore, the nonequilibrium model can be made

more realistic if each phase is assumed to be made up of multiple layers of unequal temperatures. Such

a model which will be referred to as "one-dimensional multi-node nonequilibrium model" is adopted for
the present analytical study.

Mathematical Model

In this study the liquid and vapor phases of the cryogenic fluid in the sample tank is assumed to
be separated by a well defined interface which is modelled by a film of liquid of infinitesimal thlclF_ness.

The mass interaction between the phases occurs only through this well defined boundary. The location
of the interface is determined by the continuity equation written for the differential volume that encloses

t_e interface. It is assumed that vapor is located only above this interface whereas the liquid rests below.

Conservation Equations • The aonservation equations of mass, momentum and energy for the
liquid and the vapor phases for one-dimensional fluid flow are given by similar equations with the
exception of certain terms for the liquid which are assumed to be negligible. These terms are identified

by various Greek letters which take on the values -1, 0, or + 1 as described in the nomenclature section
of this paper.
Continuity

"rs;(p'_ + (pf u) = _ r' O)

momentum

energy

P_ /

Pt oZ

÷ r'c, T, + _ q./, + q_/ (3)

(4)

and
_ = At

A,_
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The continuity equation for the vapor or liquid adjacent to the interface for a variable differential

volume is given by

Eouation of State : The thermodynamic equation of state is used to close the above set of

equations. For this purpose, the vapor phase is assumed to behave like an ideal gas and the liquid phase

is assumed to incompressible. Thermophysical properties of the fluid are assumed to be functions of

temperature and are represented by appropriate polynomials.

Va_r eeneration rate : The rate of vapor generation is assumed to be a function of evaporation

at the liquid-vapor interface.
Constitutive Relations for Interracial Evat_oration : The mass of evaporation term is determined

from the energy balance at the interface_ and is given by

(7)

where the heat transferred to any phase is given as

- b.a. (r_ -r.) (8)

The heat transfer coefficient in the above equation is give in terms of Nusselt number which is
function of Grashof and Prandlt numbers :

Nu = CGr'Pr b (9)

The coefficient C in this equation is used as a calibration parameter.

Constitutive relations for Friction : The wall drag force is given by the relation

1 fplulu
I"w = ._

(I0)
where the friction factor is based on the Blassius formula.

Boundary and Initial Conditions : The above governing equations are subject to the following
boundary conditions for the problem under considerations: The top of the tank is closed, therefore the

velocity at this end of the domain is assumed to be zero at all times which requires the continuity,

momentum, and energy equations modified for zero influx of mass, momentum, and heat. The velocity
at the bottom of the tank, however, is a known quantity calculated from the given (time dependent)

discharge rate. The other thermodynamic properties at the exit are extrapolated from the calculated values

inside the tank. Initially, the vapor and the liquid is assumed to be at rest with specified temperature and

pressure distributions. The unknown properties are determined from the equation of state for each phase
at the given pressure and/or temperature.
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Assumptions and Limitations of the Model

Although the mathematical model is applied to a geometrically three dimensional case, Le.. the

test tank in this study, the variations in thermodynamic and physical properties are assumed to be only
in one dimension which is chosen to be the direction of the flow. Certainly, one expects to have

variations in all three dimensions for a process that continues for minutes under nonequilibrium

conditions. Also it is very possible that the initial conditions exhibit variations of properties in all

directions. However, all these factors are minor compared to the role of the heat and mass transfer at the

vapor-liquid interface which is basically a one-dimensional phenomena. The assumptions that the vapor

is ideal and the liquid is incompressible are valid ones considering the magnitudes of temperatures and

pressur_ attained by each phase during the initiation (and also the continuation) of the boiling process.
The ET LOx tank has some features that were not considered in this initial study. The vapor

above the liquid Oxygen contains a certain amount of Helium gas. It is understood that the mixture of
Helium and GOx will have different thermodynamic properties than GOx alone. However, these

variations in properties do not change the magnitude of mass and heat transfer at the interface which

ultimately determines the pressure and temperature of the vapor. Also, it should be noted that the effect

of the Helium will substantially decrease as GOx concentration increases due to evaporation. The

existence of Helium bubbles in the liquid, initially, is also ignored in this study.

Solution Technique

Finite-Difference Formulation :The numerical technique adopted to solve the governing equations

under the boundary conditions given above is an explicit one which approximates the partial differential

equations of the problem by finite-differences.

_[_.fJ__ff,iT,alJ_ : The cryogenic tank (Figure 4) with a variable area section is approximated by

a function given by the user of the program. This function is then used to determine the radius of each

computational cell and thus the cross sectional area. The variable area section can be divided into as many

cells as one wishes. A staggered spatial mesh is used in the numerical scheme. In this scheme, the fluid

properties such as density and temperature are defined at the center of the computational cells, while the
liquid and vapor velocities are defined at the cell boundaries. Furthermore, a dual velocity concept is used

at the cell boundaries which defines a velocity just upstream and another one just downstream of the

boundary [13]. The relation between these two velocities for any phase is based on the steady state mass
conservation across the interface.

Finite-Difference ADr)roximations : The basic concepts used in developing the finite-difference

approximations of the governing equations are summarized below ( See reference [I] for details ):
(i) The mass and energy equations are approximated by forward differencing in time and space,

while momentum equations are approximated by forward differencing in time and central differencing

in space.

(ii) The mass and energy conservation equations are integrated from the right boundary of each

cell to the right boundary of the next cell with temperature and density held constant over the length of

each cell. The velocity is assumed to vary linearly within each cell between the value at the left boundary

and the value at the right boundary. Momentum conservation equation on the other hand, is integrated
from the center of the computational cell to the center of the next cell, ..........

Using the above principles the governing differential equations are approximated by finite

differences and then the continuity equation is solved for the future value of density, momentum equation
is solved for the future value of velocity, and energy equation is solved for the future value of

temperature.

Solution Algorithm

The algorithm developed to solve the present problem using the above finite-difference
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approximations of conservation equations uses a specific order of calculations. First, the Velocities in the

liquid and the liquid-vapor interface is calculated by a backward sweep because the exit velocity is known
at all times. Then the velocities in the vapor are calculated. Next, the density and then the temperature

is calculated. Knowing the temperature and density, the algorithm then uses the equation of state to

determine the pressures. Finally, the continuity equation at the interface is used to predict the future

location of the liquid-vapor interface. The mass of evaporation, heat transfer rates at the interface and

other physical properties are updated before the next set of calculations. A flow chart of the computer

program is given in reference [14].
Numerical Stability Criteria : As in all explicit finite-difference techniques, the Courant stability

criteria is used to obtain numerically stable solutions.

Calibration and Model Verification

The heat transfer coefficients for the liquid and the vapor at the liquid-vapor interface are chosen

to be the calibration parameters of the proposed model. The value of C in Equation 9 is determined by
trial and error. This is not a very difficult task because the results are very sensitive to the magnitude of

these coefficients. A plus or minus 20 to 30 % deviation in the assumed values of these parameters result

in physically unreasonable temperatures and/or pressures for the vapor phase.
The analytical model has been tested, by numerical experimentation, for various possible initial

and boundary conditions. First, the program was run for a case where only gaseous Nitrogen existed
inside the test tank. The results were comparable to the one expected for an ideal gas going through a

polytropic expansion. In the next test run the evaporation rate was taken to be zero. As in the "all gas"

case, the vapor phase went through a process which resembles a polytropic process. In another study the

discharge was terminated after 0.5 seconds of sudden depressurization [1]. The results showed that the

pressures and temperatures attained stable values very close to the ones given by the thermal equilibrium
conditions. These expected results confirm the success of the model in predicting the dynamic behavior

of the fluid under sharp changes in boundary conditions.

Results of the Numerical Simulations

The results of a numerical experiment (sample run), are given in Figures 10 and I 1. Figure 10

shows the variation of vapor pressure in the ullage, specifically in the second computational cell, during
blowdown. During initiation of boiling the pressure drops down below 16 psia then recovers mainly due

to increase in evaporation, then gradually decreases. Similarly, the temperature of the vapor in the ullage

decreases very sharply during the initiation of boiling then increases considerably due to increase in

pressure as shown in Figure 11. It attains its maximum value around the time the pressure is maximum
and then decreases gradually. The density and velocity histories were also plotted together with the

distributions of each at certain time intervals.

CONCLUSIONS

An experimental study was undertaken to determine the effect of various operational parameters
on the characteristics of pressure recovery for cryogenic fluids that undergo a sudden depressurization

process. It is concluded that the relative discharge rate is the most important parameter that determines
the rate of pressure recovery. Lower discharge rates give more time for vapor generation which increase

the rate of the recovery. Initial ullage volume is important in determining the characteristics of the

discharge: a high initial ullage volume amplifies pressure oscillations that exist during the blowdown. The

magnitude of the initial ullage pressure effects the discharge rate therefore plays a role in the initial stages

of the recovery.
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The numerical analysis was carried out using a one dimensional, multi-node, nonequilibrium
thermo-hydrodynamic model. This model was also used to determine the important parameters that effect

the vapor generation rate during boiloff initiation and continuous boiling. In general, the numerical study
also confirms the fact that self-pressurization is possible only under certain combinations of initial and

boundary conditions. Various specific conclusions can be drawn from this study: The initiation of boiling
is determined by the pressure and temperature of the liquid at the vapor-liquid interface. The rate of

evaporation at the interface during the initiation of boiling is largely determined by the temperature

gradients that exists on both sides of the interface. These gradients are determined by the rate of heat

exchange between each phases. The important parameters that effect this heat exchange are the interracial

heat transfer coefficients and the interracial area. A higher heat transfer coefficient means higher rates
of evaporation which in turn means quicker recovery in vapor pressure.
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NOMENCLATURE

A cross sectional

C constant, calibration parameter
D diameter of the cell

f friction factor

g gravitational constant

h_ heat of evaporation

h_ interfacial heat transfer coefficient

k thermal conductivity
P pressure

Greek Symbols

" O, for all Vapor or all liquid;

=, 1, for vapor or liquid at interface

7 --O, for liquid; =, 1, for vapor

P rate of mass of vapor generation

e =-1, for vapor; 1, for liquid

// --- O, for all vapor or all liquid;

= 1, for vapor at the interface;
=-I, for liquid at the interface

Subscripts

in interface between liquid and vapor
g vapor phase

k k th phase: liquid or vapor
l liquid phase

q
q

Q
T

t

U

V

Z

heat flux

heat input per reference volume of fluid

total heat input

temperature
time

velocity
volume

spatial coordinate in axial direction

0

p

P

T

T

= O, for liquid; = 1, for vapor
area ratio

dynamic viscosity

density

density times area ratio

wall drag force

wall drag force per reference volume

m =inlet, for vapor; =exit for liquid
ref reference

s saturation
w wall
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Figure 3 - Schematic Diagram of the Test Tank
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ABSTRACT

An advanced 3-D Computational Fluid Dynamics (CFD) model was developed to analyze the

flow interaction between a gas turbine combustor and an integral bleed plenum. In this model, the elliptic

governing equations of continuity, momentum and the k-e turbulence model were solved on a

boundary-fitted, curvilinear, orthogonal grid system. The model was first validated against test data from

public literature and then applied to a gas turbine combustor with integral bleed. The model predictions

agreed well with data from combustor fig testing. The model predictions also indicated strong flow

interaction between the combustor and the integral bleed. Integral bleed flow distribution was found to

have a great effect on the pressure distribution around the gas turbine combustor.

INTRODUCTION

The onboard gas turbine auxiliary power unit (APU) generally is designed to deliver bleed air

either from a basic APU or from a separate compressor. The bleed air supplied by the APU normally is

used for starting the main engines and operating the air-cycle air conditioning and pressurization system.
On the direct-bleed APU (also called integral-bleed APLD, bleed air is extracted from a point between the

compressor and combustor, as shown in Figure 1, and is routed to the airplane pneumatic system via a

bleed valve attached to a port on the turbine plenum.

The bleed air extraction from the turbine plenum has long been recognized among APU

combustor designers to have a significant effect on combustor performance. However, knowledge in this
field is limited and has been acquired only as a result of fig or engine testings. No theoretical modeling

has been conducted and reported in the literature. The purpose of this study is to do a comprehensive

theoretical investigation into the flow interaction between a gas turbine combustor and an integral bleed

plenum. Findings from this study should prove useful in the design and development of a gas turbine
combustor with integral bleed.

The flow interaction between __a gas turbine combustor and an integral bleed is fully

three-dimensional and extremely complicated. To do 3-D Computational Fluid Dynamics (CFD)

modeling of this complex flow interaction using a cylindrical grid system requires a huge number of grid
nodes and complex treatment of wall boundary conditions. Recently, a large variety of numerical grid

generation methods [1] have been developed to simplify wall boundary condition treatment for any

complex flow geometry. These methods can generate either orthogonal or non-orthogonal

boundary-fitted grid systems for any complex flow geometry. In this study, a boundary-fitted,

curvilinear, orthogonal grid system is used for the two-dimensional (x,y) plane and the angular (z)
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Figure 1. A Typical Gas Turbine Combustor with Int_ Bleed.

dimension is considered as a body of revolution. The choice of a curvilinear orthogonal grid system in

the present flow modeling is motivated by easier wall boundary condition treatment, inclusion of most of

the grid nodes in the computational domain, and no extra terms of cross-derivative appearing in the

transformed governing equations.

ORTHOGONAL GRID GENERATION

As mentioned above, the flow geometry of a gas turbine combustor with inte=-n'al bleed is quite

complex for 3-D CFD modeling. A boundary-fitted, curvilinear, orthogonal grid system is therefore used

here. The orthogonal grid system used in this study was obtained numerically based on the following 2-D
orthogonal grid generation model:
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Govemin_Equations:

_= + _rrffiP (I)

11,=÷ "n' = Q (2)

Boundary Conditions:

BC2: _."x + _yny = o; F2(_.n) = o (4)

sc4: _;I_+ _yrly=o; E_(_.rl)= o (6)

where (x,y) are the Cartesian coordinates of the grid points in the physical plane, as shown in Figure 2,

and (_, n ) are the coordinates of the corresponding grid points in the transformed plane. The control

functions P and Q in equations (1) and (2) are used to concentrate grid lines as desired. The function F

denotes user-specified boundary curves. In order to facilitate numerical solution for the above equations

(1) to (6), they were transformed into the following equations:

Governing Equations:

ay_ - 213Y_,

I

rm4Y$1¢_l.

+ yx_,= _j2(x_P+ x,Q) (ma)

+ yy.. = _j2(y_p + y.Q) (2a)

TRANSr-O_MED P_ANE

(_,11 .,

! !

_2

• (% .)

8C1

DX

_,Cli4)l-,IA

Figure 2. Coordinate Transformation.
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where

fJ .. (x_x. ÷ Yd'.)

Boundary Conditions:

sc_: x_x_+ y_y, . o ; G_(x.y) = o (3a)

BC2: x_x. + y_y. - 0 ; G2(x,y) = 0 (4a)

BC3: xex,÷ y_y,= 0 ; S_(x.y) --0 (5a)

BC4: xcx.. y_y. - 0 ; G4(x,y) = 0 (ra)

These transformed equations are solved numerically using a finite difference technique. This grid

generation model only generates a boundary-fitted, curvilinear, orthogonal grid system in two

dimensions. The present flow calculation requires a 3-D orthogonal grid system, obtained by rotating this

2-D orthogonal grid system about an axis in the same plane. Using this approach, a typical 3-D grid

system for the combustor with integral bleed flow calculation is shown in Figure 3.

MATI-IEMATICAL MODEL

The transport equations for a 3-D incompressible turbulent flow can be written as

where ¢ represents a general variable, o is density., U, V, and W are velocities, r' is effective turbulent

diffusivity, and $, is the source term for variable , .

The above transport equations are given in Cartesian coordinates (x,y.z). Prior to their numerical

solution, these equations are transformed into general orthogonal coordinates ( _, n, _"). The resulting
transport equations are expressed as follows:

Feb)

where h represents scalar coefficients.

In order to solve the above partial differential equations governing the flow of fluid through a

combustor annulus with inte=_'al bleed, boundary conditions must be specified at the appropriate

locations. In the present study, the boundary conditions at the annulus inlet and the bleed duct exit are
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provided from the engine cycle analysis, while the airflow through the various orifices in the combustor,
as shown in Table I, are calculated using a I-D annulus flow model.

ATOMIZER

X - Z PLANE

INITOR

GC11476-3

X - Y PLANE

Figure 3. A Typical Orthogonal Grid System for the Combustor

with Integral Bleed Flow Calculation.
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TABLE 1. AIRFLOW DISTRIBUTIONS AROUND THE COMBUSTOR

OD ID
Primary Holes 4.28 9.90
Dilution Holes 5.59 5.69

Film Cooling 10.90 7.15

Dome Cooling 11.21 _._

Bleed 42.01 _._
Shroud Air I. I0

Leakage 1.28 0.89
Total 76.37% 23.63%

The solution of the curvilinear transport equations is accomplished using a finite volume.

structured grid, sequential solution, numerical method. The differential equations are integrated over
discrete volumes in the domain of interest using assumptions of iine,-and stepped profiles to obtain their

numerical counterparts. Interaction between the convective and diffusive terms is handled numerically
using Upwind Hybrid Differencing [2], w_he coupling between the continuity and momentum

equations is treated by the SIMPLER algorithm [3] and the turbulence closure is accomplished by the
standard k-e model. At each iteration step, the set of linear equations is solved using the Whole Field

Solver (WFS) routine of Przekwas [4]. The WFS has proven to be very efficient as it is formulated for

structured grids and cyclic boundary conditions which are used in this analysis.

The use of orthogonal coordinate systems adds effort to the grid generation process, as numerical

equations must be solved to determine the position of the coordinates in the physical space. It is also

frequently the case that the shape of the domain iSsuCh thatacompleteiy 0rthogonal _rid system cannot

be generated and a certain amount of deviation from orthogonality must be tolerated. However, the
benefits of this extra work are realized when the flow equations are solved. The terms associated with

grid non-orthogonality are usually treated in an explicit manner and in situations of skewed control

volumes, can be the same order of magnitude as the normal implicitconvection and diffusion terms. As a

result, convergence can be hindered. Onhogonal =_=idscreate a more implicit nature to the numerical
equations and have inherently better convergence rates.

The combination of the SLMPLF, R algorithm and the orthogonal grid structure has proven to be

extremely robust. In all but a very few situations, relaxation factors of 0..5 are used on all equations

(except for pressure and the velocity correction which require 1.0 relaxation factors). Converged

solutions using up to 4_0,000 ceils have been obtained in the order of 750 iterations. At convergence, the

sum of the absolute continuity error of all the control volumes, normalized by the total system flow rate,
is less than 0. I percent.

NUMERICAL RESULTS

The predictions of the CFD model used in this study have been compared to numerous sets of

experimental data found in the literature. In order to illustrate the predictive capability of the code, two
such cases have been included below, both of which are 2-D flows. For these situations, the 3-D code
was run with three circumferential planes.

The first case is from the experiment of Roback and Johnson [5] and consists of two coaxial

flowing water jets that discharge into a confined region (illustrated in Figure d). The inner jets are

swirling while the outer are not. Velocity data was taken at several axial stations downstream of the jet

discharge. Figure -5 shows the comparison of the predicted and measured axial, radial, and tangential

velocity components respectively. The comparison is as good as should be expected considering the well

known deficiencies of the k-e model for swirling How and the uncertainty in the boundary conditions of
the data.
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Figure 4. AxJsymmetric Swirling Flow Geometry.

The second case described is that of Sovran and Klomp [6] and consists of a 6-degree wall
annular diffuser with an area ratio of 1.955. The computed static pressure contours (Pascals) are shown in

Figure 6. The experimental data for this _:ase consist of the static pressure recovery coefficient, Cp. For

the configuration analyzed, the measured Cp was 0.6 which should be compared to the value of 0.643 (7

percent high) calculated from the CFD model output, indicating resonable accuracy in the pressure
calculation methods used in the code.

After validation of the 3-D CFD model using experimental data found in the literature, the present

model was then used to simulate complex extemai flow of a gas turbine combustor with integral bleed.

The computed results using a grid system of 91x21x97 nodes, as shown in Figure 3, are discussed in the
following:

Figure 7 shows the predicted U-V velocity field at K-planes l, 38, and 59. The predicted results
illustrate a strong recirculation zone formed near the annulus inlet. The formation of this recirculation

zone is due to the presence of a baclovard-facing step in the flow path. This recirculation zone has caused

pressure loss near the combustor O.D. dilution holes. As a result, the dilution jet penetration will be

reduced because of less pressure drop across dilution holes. Based on gas turbine combustor design

experiences, inadequate dilution jet penetration usually cannot break up the hot gas re_ons efficiently and
will result in high pattern factor at the combustor exit.

The predicted results, as shown in Figure 7, also illustrate non-uniform bleed air extraction from

the turbine plenum. The bleed air extraction at K-plane 59, which is closer to bleed port (K-planes
61-65), is higher than that at K-plane 38. The non-uniform bleed air extraction indicates that the present

integral bleed desi_ has not been optimized and has caused some flow separations in the annulus. It is

also interesting to note that bleed air enters the bleed duct like an impinged jet and creates a vortex pair in
the duct.

Figure 8 shows the predicted U-W velocity field on the unwrapped surface of combustor liner.

The predicted results indicate that a forward stagnation point, where the air is brought to rest with an

accompanying rise in pressure, was formed upstream of a fuel atomizer or an ignitor. The predicted

results also indicate that a strong wake was formed downstream of a fuel atomizer or an ignitor.
The presence of eight fuel atomizers and one ignitor has a profound effect on pressure

distributions around the combustor liner. This can be seen in Figure 9, where the predicted static pressure

distributions around the combustor liner is plotted using color _'aphics. In this figure, each fuel atomizer

was found to be associated with a high pressure region upstream and a low pressure region downstream.
The same pattern was observed for the ignitor. Figure 9 also shows non-uniform bleed extraction has a

great effect on pressure distribution around the combustor liner. This is illustrated by results of

non-uniform pressure distribution on the dome' Based on gas turbine combustor design experience,
non-uniform pressure distribution around the combustor liner usually causes non-uniform airflow

distribution and will result in hot and cold spots at the combustor exit.

Figure 10 shows the predicted static pressure distributions around the turbine plenum. The
predicted results further illustrate that the presence of eight fuel atomizers and one ignitor has a
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significanteffecton pressure distributions around the turbine plenum. The predicted results also show

non-uniform pressure distributions on the bleed duct wall. The predicted results of non-uniform pressure
distributions on the bleed duct wall (at I=43 and I=20) were compared to combustor rig test data in Figure

l 1. This comparison indicates model predictions agreed well with test data from combustor rig.

Having obtained good predictions of non2uniform pressure dismbution on the bleed duct wail, it

is then possible to consider another 3-D case run in order to study the effect of intergral bleed extraction

on the pressure distributions around thecombustor Ijner. Figures 12 and 13 show the predicted pressure

distributions at various hole locations for a gas turbine combustor with and without an integral bleed.

Comparison of Figures 12 and 13 confirms that integral bleed flow distribution has a great effect on the

pressure distributions around the gas turbine combustor.
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Figure 11. Comparison of Predicted and Measured Pressure
Distributions on the Bleed Duct Wall.
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CONCLUSIONS

An advanced3-DCFDmodelbasedon a boundary-fitted, curvilinear, onhogonal grid system has

been developed. The model is capable of predicting the complex external flow field of a gas turbine

combustor with integral bleed. Several important f'mdings from this study of Combustor-lntegral Bleed
flow.interaction are summarized below: ...... :

(I) Integral bleed flow distribution has a great effect on the pressure distribution around the gas
turbine combustor.

(2) The presence of atomizers and ignitors has a profound effect on pressure distribution around

the combustor O.D. liner. Each atomizer or ignitor was found to be associated with a high pressure region

upstream and a low pressure region downstream.

(3) The non-uniform pressure distribution usually causes non-uniform airflow distribution around

the combustor liner and will result in hot and cold spots at the combustor exit.
(4) The recireulation zone formed near the annulus inlet has caused :pressure loss near the

combustor O.D. dilution holes. As a result, the dilution jet penetration is reduced and will result in high

pattern factor at the combustor exit.
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SUMMARY

A numerical study of a prototypical vortex controlled diffuser is performed. The basic diffuser

geometry consists of a step expansion in a pipe of area ratio 2.25:1. The incompressible Reynolds

averaged Navier-Stokes equations, employing the K- e turbulence model, are solved. Results are

presented for bleed rates ranging from 1 to 7 percent. Diffuser efficiencies in excess of 80 percent

are obtained. Reattachment lengths are reduced by a factor of up to 3. These results are in qualita-

tive agreement with previous experimental work. However, differences in some basic details of

experimentally observed and the present numerically generated flowfields exist. The effect of

swirl is also investigated.

INTRODUCrION

The central idea behind the vortex controlled diffuser (VCD) is that highly efficient diffusion may

be achieved by bleeding off fluid through a small gap located at a region of rapid expansion. This

concept appears to have been first introduced by Heskestad [1]. In that work, edge suction was

applied through a slot situated at the edge of a convex corner. It was found that the flow turned the

corner in a manner that significantly decreased the extent of the recirculation region. Heskestad

later [2] experimented with edge suction at the step expansion of a circular pipe, evaluating the

effectiveness of the configuration as a short diffuser. That study employed a uniform inlet profile

with a thin boundary layer. Heskestad also [3] considered the effectiveness of edge suction in pro-

ducing a short diffuser when the inlet profiles were fully developed. High static pressure recover-

ies were produced in both cases.

The desirability of a short diffuser between the compressor' and combustor in gas turbine

applications provided the incentive for further development of the VCD concept. Adkins [4]

obtained data for a series of research diffusers with area ratios ranging from 1.9:1 to 3.2:1. He

found that, for moderate bleed rates, efficiencies in excess of 80% could be achieved with diffuser

lengths 1/3 that required with conventional conical diffusers. A hybrid diffuser (a combination

VCD and conventional diffuser) was later studied by Adldns et al. [5]. Results showed that bleed

rates were reduced from those required for the previously studied step VCD configurations. Most

recently, Sullerey et al. [6] have investigated the effect of inlet flow distortion on a VCD. Results

revealed that as inlet distortions were increased, so too were the levels of bleed required to main-

tain diffuser efficiency.

It appears that the only previous numerical work concerning the VCD was performed by

Busnaina and Lilley [7]. In that work, the incompressible Navier-Stokes equations were solved
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for the flow in a two.dimensional VC'D geometry. Although the effects of turbulence were not

modeled, and the grid employed was quite coarse, the general trends followed those observed

experimentally.

The mechanism by which the VCD operates is still unclear. One explanation is that a

region of high shear is produced resulting in a layer of turbulence that inhibits flow separation [4].

Others [3] have suggested that the primary result of suction is to simply deflect or turn the mean

flow around the sharp comer, thus diminishing the length of the recirculation zone.

In the present work the performance of a prototypical VCD is investigated numerically.

The incompressible, axisymmetric Reynolds averaged Navier-Stokes equations are solved for the

flow through a pipe containing a step expansion of area ratio 2.25:1. The vortex chamber and

bleed gap height-to-length ratio are representative of those employed in previous experimental

works. The effect of turbulence is modeled using the K- e model. (The standard K-e model has

predicted the reattachment length for flow in a sudden pipe expansion within experimental uncer-

tainty [8]). C.alculations are performed for bleed rates ranging from 1% to 7%. For comparative

purposes, results for a step expansion without the benefits of bleed are also presented. Details of

the flow structure are studied and presented using velocity vectors and contour plots of pressure,

turbulence kinetic energy, and axial velocity.

NUMERICAL APPROACH

The incompressible Reynolds-averaged Navier-Stokes equations are appropriate to describe the

motion within a prototypieal VCD configuration. Although the governing equations are solved in

cylindrical polar coordinate form, for purposes of brevity they are presented below in cartesian

tensor form. The continuity and momentum equations are given as:

o3Ut

" o (1)

Out Out l $p IxV 2 u $R° (2)

respectively, where.._,u t is the mean velocity, p is the density, Ix is the viscosity, p is the mean pres-

sure and R o - u'ju'i are the Reynolds stresses. The Boussinesq hypothesis provides an expres-

sion for the Reynolds stresses in terms of the gradients of the mean flow [9] as:

_R o" 2 6o.ff + lx, +Oui Ous- (3)

where _t, is the turbulent viscosity and K is the turbulent kinetic energy. The turbulent viscosity is

expressed, in terms of K and the dissipation rate, e, as:

I_, - pC_,-._-- (4)
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Transport equations for K and e, respectively, are given as [10]:

DK v_,0IC Ou, Ou, Ou,
" ox,.o,ox,.

De 0 v,Oe . ,. e Ou_,Ou_ Ouj, e2

(5)

(6)

It remains to specify the empirical constants in the above equations. Although investigators have

attempted to optimize these values for recirculating and/or swirling flows (c.L [8]), most of these

attempts have been ad hoc, and thus the standard values for boundary-layer flows (C_ - 0.09,

Ct - 1.44, C2 - 1.92, o_ - 1.0 and o, - 1.3) have been taken. Near the wall, it is assumed

that the log-law holds.

The above equations were solved using the commercial code FLUENT [11]. FLUENT

uses a control volume technique with non-staggered grids. All variables are stored at control vol-

ume centers. QUICK [12] interpolation is used to provide values of the variables on cell faces.

Pressure-velocity coupling is implemented using the SIMPLE [13] algorithm. Convergence of the

solution is assumed when the normalized residual for each conservation equation is decreased to

10 "3. (The residual for a given equation consists of the summation of the unbalance in the equa-

tion for each cell in the domain.) Since the above solution techniques are well known and widely

discussed in the literature, they will not be elaborated upon here.

GEOMETRY AND BOUNDARY CONDITIONS

A prototypical axisymmetric VCD of expansion area ratio 2.25:1 is considered (see Figure 1).

(The radius of the diffuser upstream of the expansion is 1 unit; downstream, 1.5 units.) The dif-

fuser geometry is typical of that employed in dump combustors. The essence of the diffuser is the

suction slot at the expansion comer. Small quantities of fluid (typically 5% of the mass flow) are

bled offthrough the suction slot into a vortex chamber. Fluid exits the chamber through a channel

(as shown in Figure 1). In the present study, the axial extent of the slot (L) is taken as 0.1 units,

and the radial depth (D), 0.05 units. Thus, the slot length-to-depth ratio is 2.0, typical of those

employed in experimental works appearing in the literature, The total length of the VCD configu-

ration is 25 units, with the gap beginning 2.4 units downstream from the inflow plane. A length of

25 was chosen so that outflow boundary conditions could be specified with reasonable accuracy.

The radius of the pipe upstream of the expansion is 1 unit; the radius downstream, 1.5 units. A

cylindrical grid consisting of 85 cells in the axial direction and 45 cells in the radial direction is

employed. Cells were clustered toward the vortex fence (the aft wall of the vortex chamber) and

the lateral diffuser walls. To assure a grid converged solution, calculations are also performed

using double the number of grid points in each coordinate direction (for the 5% swirl case).

For all cases, a uniform inflow axial velocity profile was specified. Previous experimental

studies [2, 3] reveal that thin inlet boundary layers result in higher pressure recoveries than fully

developed turbulent profiles, and thus it is expected that pressure recoveries in the present study

would be somewhat decreased if fully developed turbulent inlet profiles were used. Howevel; the

underlying physical principals should not be affected, The Reynolds number, based on inflow

pipe diameter and velocity is 200,000. This is representative of Reynolds numbers employed in
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mostexperimental investigations, which range from 100,000 [4] to 840,000 [5]. The inlet turbu-

lence intensity is 10%. Given the turbulence intensity, the turbulence kinetic energy and dissipa=
tion rates are calculated from:

3
g- (7)

where I is a turbulence length scale given as 0.07R, (R is the inlet pipe radius). At the outlet, fully

_veloped flow conditions are assumed; that is, streamwise gradients of the flow properties are set
to zero.

RESULTS

Results have been obtained for the VCD with bleed rates ranging from 1% to 7%, and for a step

expansion (without the vortex chamber). In addition, results for the 5% bleed case with swirl have

been obtained. For the sake of brevity, contour and velocity vector plots are provided only for the

case of the step expansion, and the VCD 5% bleed case. In addition, only the portion of the

domain near the suction slot is shown. (Note that grey contour lines signify negative values.)

Before delving into a description of the flowfield, it is first desirable to provide some

means of quantifying improvements in diffuser effectiveness as a function of bleed rate. Toward

this end, a one dimensional correction may be applied to the usual definition of diffuser effective-

ness, which results in the expression [4]:

P2 --Pl

= (9)

where B is the bleed rate, AR is the area ratio and a is a kinetic energy coefficient. For the case of

uniform inflow profiles, a equals unity. (For fully developed turbulent flows in circular pipes,

a m 1.05.) The dramatic effect of bleed on effectiveness is demonstrated in Figure 2, in which

effectiveness is plotted as a function of distance downstream from the step expansion (or fence).

In the case of the step expansion, the maximum effectiveness reaches approximately 52%, and is

not achieved until nearly 20 step heights (H) downstream from the expansion. Maximum effec-

tiveness increases to 67%, 82%, 90% and 92%, for VCD bleed rates of 1%, 3%, 5%, and 7%,

respectively. In addition, the distance required for maximum diffusion to take place decreases

from approximately 13 H for 1% bleed to 3 H for 7% bleed. The increase in effectiveness begins

to asymptote as the bleed rate is increased beyond 5%. For the 3, 5, and 7% bleed rates, losses to

friction cause the effectiveness of the diffuser to diminish slowly beyond about 10 H (downstream

of the fence). These results are in qualitative agreement with experimental results for both tubular

and annular VCD's presented by Adkins [4]. The results do differ in one important aspect. Adkins

[4] suggests that at low bleed rates, diffuser effectiveness increases slowly with increased bleed.

Then, at some bleed rate, fluid begins to enter the suction slot from the freestream (as opposed to

entering over the vortex fence). At this point, diffuser effectiveness increases rapidly with respect

384



to slight increases in bleed rate. Finally, at some critical rate (described as the rate necessary for
the formation of a stagnation point at the top of the fence) increases in effectiveness with
increases in bleed rate become minimal. The numerical results however, show no such trends at

low bleed rates. That is, at low bleed rates, numerical results indicate that diffuser effectiveness

increases gradually with respect to increases in bleed rate.
One benefit of numerical solutions is that detailed flow patterns are obtained. In the

remainder of this section, results in terms of contour plots and velocity vectors are examined.
Velocity vectors for the step expansion and for the VCD with 5% bleed are shown in Figures 3a, b,

respectively. For clarity, the vectors are plotted at every other gridpoint in both the radial and
streamwise coordinate directions. The effect of bleed in reducing the extent of the recirculation

region is clearly revealed in Figure 3b. A stable vortical structure within the vortex chamber is
also clearly indicated. However, most important is the rapid directional change and acceleration
of the fluid around the comer under the influence of bleed. For the step expansion, a clean separa-
tion from the comer is obtained.

More accurate indications of the extent of the recirculation regions, described by contours
of constant axial velocity, are shown in Figures 4a, b. Figure 4a reveals that for the step expansion,
the length of the recirculation zone is approximately 7 H. This value is less than the values of 8-9
H reported experimentally [c.f. 14] over a range of expansion ratios. Numerical results using the
K- s model range from 7-9 H for an area expansion ratio of4:l [c.f. 8] which agree fairly well
with the experimental results. However, as the expansion ratio diminishes, one might expect the
K'- s model to begin to underpredict the separation length, in accordance with well known results
for the 2D backward facing step. Implementation of 5% bleed reduces the length of the separated

region to 2.5 H. In addition, the rapid diffusion downstream of the expansion is well illustrated.
The diffusion process appears to be nearly complete at a distance of 5 H downstream from the
expansion. This correlates well with the optimum length for the diffuser predicted using wall
pressure data as shown in Figure 2 (where the efficiency reaches approximately 85%). One also

notes an acceleration of the fluid in the near wall region just upstream of the expansion due to the
presence of the low pressure vortex chamber. This is followed by a region in which a rapid
decrease in the axial velocity of the fluid occurs as it passes over the gap and, due to the expan-
sion, encounters a strong adverse pressure gradient. The net result is the creation of a region of
high localized shear.

Contours of constant pressure are shown in Figures 5a, b for the step expansion and VCD

geometries, respectively. The pressure variations presented are with respect to a reference pres-
sure located adjacent to the duct inlet (given as Pl in Equation 9). Figure 5b reveals that, away
from the wall, a significant adverse pressure gradient forms upstream of the suction slot. This
occurs due to the flux of fluid through the bleed sl0t. That is, due to mass removal at the slot, the
axial flux decreases away from the wall. Nearer the wall, the influence of the vortex chamber
results in a decrease in the pressure with a corresponding increase in the axial velocity. A local
minimum in the pressure occurs at the slot entrance and thus serves to deflect the oncoming fluid
toward the outer wall. Of further interest is the pressure distribution on the back face of the step.
Here, the pressure is not constant along the wall (as is the case with the step expansion, Figure 5a)
but increases in the radial direction. To assess the effects Of grid refinement, shown in Figure 5c
are pressure contours computed using a 170 xgOgfid, only very minor differences in the con-

tours (appearing near the downstream portion of the shown flow field) are visible. Thus, the origi
nal 85 x 45 grid is deemed sufficient for the purposes of this study.

Contours of turbulence kinetic energy are shown in Figures 6a, b. As previously men-
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tioned, the region near the slot is one of high shear, and is thus responsible for the generation of

considerable turbulence energy, as revealed in Figure 6b. In addition to this local maximum, an

additional maximum appears downstream, near the aft portion of the recirculation region. How-

ever, the turbulence levels at this downstream point are below the levels near the slot. This may be

contrasted to the case of the step expansion, shown in Figure 6a. Here, only one local maximum

appears near the aft portion of the recirculation region. In addition, maximum turbulence levels

are below those shown in Figure 6b.

Since many practical VCD applications involve some level of swirl in the approach flow,

the effect of swirl on VCD flow patterns is briefly investigated. Again, the bleed rate is taken as

5%, and other flow field conditions remain identical to those described earlier. A solid body rota-

tion is superimposed on the axial velocity at inflow such that the ratio of the maximum swirl

velocity to axial velocity equals 0.5. This represents a significant level of swirl, although well,

below that at which reversed flow is expected to occur. Shown in Figure 7a are contours of con-

stant axial velocity. By comparison with Figure 4b, it is apparent that the length of the recircula-

tion region has been diminished. This is consistent with experimental results reported by, for

instance, Dellenback [14] for the step expansion with swirl. (Apparently, no experimental or

numerical results on VCD performance under the influence of swirl exist in the open literature.)

Pressure contours are shown in Figure 7b. One notes that near the axial location of the bleed slot,

radial variations in pressure are similar to those for the zero swirl case. However, downstream

from this position, a significant radial gradient exists, as one would expect in the case of swirling
flows.

DISCUSSION

The numerical results shed light on several points which have been previously discussed in the lit-

erature. The existence of a region of high shear (with corresponding turbulence) has been men-

tioned as one of the physical mechanisms responsible for the drastic improvements in

effectiveness of the VCD over the step expansion as a diffuser [4]. That a region of high turbu-

lence is formed near the suction slot is borne out in the present study. However, that this region is

necessary or responsible for preventing flow separation seems unlikely. Indeed, the flow separates

at the top of the chamber fence. It appears that the primary contribution of the suction slot is to
deflect the fluid toward the outer wall.

It has been suggested [4] that at low bleed rates fluid is drawn into the vortex chamber

from this lee side of the fence, resulting in only minimal improvement in diffuser effectiveness.

For higher bleed rates, it has then been proposed that this process is diminished, eventually result-

ing in the formation of a stagnation point on the top of the fence. This bleed rate is termed the crit-

ical rate. However, results from the present study do not confirm this process. Even at the 1%
bleed level, the results indicate that fluid does not enter the chamber from the lee side of the fence.

In addition, a sudden increase in efficiency with respect to bleed rate is not observed, regardless of
the chosen length of the di_r.

There are several possible reasons for the discrepancy regarding the details of the process

as observed experimentally, and computed numerically. Of primary concern is the ability of the

K- e turbulence model to accurately predict fine flow details of this complex recirculating flow-

field. Perhaps inclusion of a full Reynolds stress model could be of benefit in this respect. The

present study does indicate however, that numerical solutions of the Reynolds averaged Navier-
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Stokesequations provide a useful tool to aid in the analysis and design of practical VCD configu-
rations.
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Figure 1 Vortex controlled diffuser geometry.
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Figure 2 Diffuser effectiveness as a function of the downstream distance from the vortex fence.

388



a) step expansion

b) VCD with 5% bleed

Figure 3 Velocity vectors in region of step expansion and vortex chamber.
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a) step expansion

b) VCD with 5% bleed

Figure 4 Contours of constant axial velocity.
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a) step expansion

DI

b) VCD with 5% bleed

\

c) VCD with 5% bleed, 170 x 90 grid

Hgure 5 Contours of constant pressure.
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a) step expansion

b) VCD with 5% bleed

Figure 6 Contours of turbulence kinetic energy.
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a) contours of constant axial velocity

b) contours of constant pressure

J:

Figure 7 VCD with swirl (5% bleed).
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SUMMARY

This paper describes the 3D computations of a flow field in the compressor/combustor dif-

fusers of an industrial gas turbine. The geometry considered includes components such as the

combustor support strut, the transition piece and the impingement sleeve with discrete cooling air

holes on its surface. Because the geometry was complex and 3D, the airflow path was divided

into two computational domains sharing an interface region. The body-fitted grid was generated

independently in each of the two domains. The governing equations for incompressible Navier-

Stokes equations were solved using the t'mite volume approach. The results show that the flow

in the predJffuser is strongly coupled with the flow in the dump diffuser and vice versa. The

computations also revealed that the flow in the dump diffuser is highly nonuniform.

INTRODUCTION

In gas turbine engines the air exiting the compressor is decelerated in the annular prectif-

fuser before it is discharged into the dump diffuser. The dump diffuser then distributes the air to

the combustor(s) through the annular jacket(s). Typical aircraft engines use an annu'lar combus-

mr, which extends over 360 degrees continuously around the turbine axis. In contrast, the

indusuiaI gas turbines use several can combustors discretely and equispaced in the circumferen-

tial direction. Each of these combustor cans has an annular jacket around it which receives air

from the dump diffuser and then feeds it to the combustor can for combustion.

From the gas turbine's compressor exit to the combustor, frictional losses in the diffuser

flow path adversely affect the efficiency of the gas turbine. The diffuser system must uniformly

disu'ibute air to the hot-sections of the turbine to maintain combustion, to improve thermal

mixing and m avoid local burnout. Thus, high efficiency advanced gas turbines require an

aerodynamic design of the prediffuser and dump diffuser for minimizing energy losses and for

maintaining combustion stability and performance. The design of these flow systems is compli-

cated because of two main reasons (1) the performance of the prediffuser is affected by the flow

* Presem Adding:
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conditions in the dump region and vice versa and (2) the flow geometry in the dump region is,

3D. The complex geometry and the flow interactions between the components of the

compressor/combustor region present a significant design challenge.

The test model in figure 1 depicts the air flow path in the compressor/combustor region of

an industrial gas turbine. After passing through the annular prediffuser, a portion of the air flows

through the cooling holes in the impingement sleeve into the space between the impingement

sleeve and the wansidon piece;, then it flows through this annular space towards the combustor

can and f'mally mixes with the balance of the air flowing through the bypass air ports. Next, the

air enters the combustor can through primary, secondary, dilution and cooling holes. Several

components in the flow path disrupt the circumferential uniformity; hence, the resulting flow

field is 3D. The authors of _ study _ aware of 0nly one Other similar investigation, which

was conducted by Karki et al. (ref. 1). Their investigation considered a typical combustor-

diffuser in aircraft engines. The diffuser geometry and the flow path in the present study are far

more complex than that in the study by Karki et al (ref. 1).

The primary purpose of this work was to simulate the cold airflow in the test model of an

industrial gas turbine. Thus, the reacting flow in the combustor can and the hot-gas flow through

the transition piece were not considered. However, the geometric details of the transition piece

and the surrounding impingement sleeve were included to add realism to the simulations. In

computations, the airflow exited at the annular space between the combustor casing and the com-

bustor can. In the circumferential direction, the exact same geometry of the combustor/wansition

piece assembly repeats cyclically. Additionally, each of these assemblies is symmetric about its

rnldplane. Therefore, the computations in the circumferential direction were required in only one-

half of the distance between the adjacent combustor/transition piece assemblies (which is 1/28th

of the full 360 degrees).

COMPUTATIONAL PROCEDURE

Because the geometry was complex and 3D, the airflow path was divided into two com-

putational domains. The lower domain included the prediffuser, a part of the combustor support

strut and the lower dump diffuser. The upper domain included the details of the

combustor/transition piece assembly, the upper dump diffuser and a part of the combustor sup-

port strut. These two domains shared an interface region through which boundary condition data

were communicated between the two domains and updated during the computations.

Grid Generation

The body-fitted, curvilinear coordinate system was used to incorporate the geometric

details in the computational analysis. Internal solid objects, such as the support struts and the

surface of the impingement sleeve were, simulated by blocking the flow through the grids repre-

senting these areas. Figure 2 shows the computational grid in the two domains on a longitudinal
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plane between the combustor support struts and also the midplane of the combustor/transifion

piece assembly. The shaded grids in figure 2 were impervious to the flow. Thus, they represent

internal solid objects, such as the impingement sleeve and the transition piece. The procedure
for generating the 3-D computational grid is described below.

EasyMesh-3D, a 3-D mesh-generatlon program (ref. 2), was used to independently gener-
ate a structured grid in each of the two domains. First, the computational domain was divided

into subsections or subvolumes. These subvolumes represented specific objects inside the com-

putational domains. The mesh was generated within each subvohune, which allowed local grid

refinement and accurate representation of flow obstructions. The computational grid in the lower

domain consisted of 62,208 grids with 18 in the circumferential direction, 32 in the radial direc-
'_on and 108 in the axial direction.

The computational grid in the upper domain represented the complex 3-D shape of the

combustor/transition piece and the ¢ombustor casingftmpingement sleeve. The combustor and

its casing are circular in cross-section. The transition piece and impingement sleeve are circular

at the combustor end and are nearly rectangular at the turbine inlet. Moreover, the spacing be-
tween the adjacent combustor/transition piece assemblies varies along the axial direction. This

spacing is maximum at the combustor end and zero at the turbine inlet. The computational grid
on the surface of the combustor can/transition piece is shown in figure 3. The mesh was con-

structed by prescribing geometric details at 5 axial locations. Azimuthal planes at each of these

axial locations were divided into 6 subsections. Therefore, a total of 30 subvolumes formed the

upper computational domain. Figures 3 and 4 show, respectively, the azimuthal planes at the

combustor exit and the turbine inlet. As seen in figures 4 and 5, the surface of the impingement

sleeve was broken into three segments, each ofwhich belonged to a subsection. This procedure

allowed flexibility in generating the mesh and improved grid resolution and grid orthogonality.

Figures 4 and 5 identify also the grids that were blocked to the flow and that represent the solid

objects. The computational grid in the upper domain consisted of 63,648 grids with 18 in the cir-
ctunferential direction, 52 in the radial direction and 68 in the axial direction.

In the test model, the air enters the space between the impingement sleeve/transition piece

and the combustor casing/comhustor through cooling air holes on the impingement sleeve and

the bypass air holes on the combustor casing. The combustor casing has 3 rows of bypass air

holes, and each of these rows consists of several discrete holes equally spaced in the circum-

ferential direction. The impingement sleeve has several rows of smaller cooling air holes. The

finite grid in the present analysis cOUld not precisely and indivisibly resolve the large number of

cooling holes. Therefore, only 12 holes were considered in each row. These holes were dis-

tributed nearly uniformly in the circumferential direction. Although the exact shape and

orientation of the holes in a row could differ, the area of each hole was kept the same. If the ac-

tual number of holes in a row exceeded 12, then the total area of these 12 holes was made to

equal the actual total area of the holes in that row. Each hole comprised of at least 1 or more

grids. When the area of a grid exceeded the area of the hole it represented, the grid was partiaLly
blocked to the flow.
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Because the mesh was generated independently in each of the two domains, the grids differ

at the interface between these domains. Linear interpolation was used to compute boundary data

at the proper interface location before the information was transferred from from one domain to
another.

Governing Equations

Using Cartesian tensor notation, governing equations for incompressible turbulent flow are
expressed in time-averaged form:

a

= o
J

(1)

_x._(pVjVi)_ __p_ a [ CgVL]"ax. +  eff
J t j j

The effective viscosity, Beff. was def'med by the relation

(2)

Beff = _t+ gt (3)

The turbulent viscosity, _t' in equation (3) was obtained from the standard k-e model of

mrbulence.

Boundary Conditions

Because of the symmetry, the mass flow rate and the gradients of dependent variables were
specified as zero at the two circumferential boundaries.

/_d,-- In the lower domain, the axial velocity at the inlet of the prediffuser was prescribed

according to the measured data. Inlet radial and circumferential velocities were assumed to be

zero. The inlet turbulence intensity was taken as 10%. The inlet turbulent energy dissipation
was calculated from

e = [CO'75 kl'5]/t (4)

where the length scale, t, was the annular gap. The axial diffusion at the prediffuser inlet was
ignored.
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The interface between the domains was also the inlet to the upper domain. Values of all

the dependent variables at the inlet to the upper domain were determined from flow computa-
tions in the lower domain. The diffusion at the interface was neglected.

_- The wall function approach for turbulent flow was employed. This approach re-
quires that the logarithmic velocity profile bridge the region between a wall and a near wall node

on the outside of the viscous sublayer. Turbulence in the near wall region was in local equi-
librium.

_k- The fluid leaves the upper domain through the annular gap between the combus-

tor and the combustor casing. A constant static pressure was specified at this outlet. The axial
diffusion at the outlet was ignored.

The interface between the domains was also the outlet to the lower domain. The static pres-

sure at this outlet was determined from flow computations in the upper domain. The radial
diffusion at the interface was neglected.

foITn:

Solution Procedure

The governing equations for each dependent variable could be reduced to a single general

v,(p v¢ + j¢) ---s¢ (5)

where 0 represents the dependent variable, V is the velocity vector, J0 is the diffusive flux vector (-

FoV0) and S o is the volumetric source of 0. Integration of the generalized equation (5) over

control volumes resulted in the finite difference equations of a general form. Convection-

diffusion terms in the governing equations were diseretized using the upwind scheme. The set of

coupled nonlinear equations was solved implicitly in an iterative manner. Coupling between

velocity and pressure fields was provided by a variant of the SIMPLE algorithm (ref. 3) called
SIMPLEC.

The computational steps to implement the subdomain procedure can be described as fol-
lows:

(1) Prescribe a guess pressure distribution at the outlet of the lower domain (or the interface)
(2) Compute the flow field in the lower domain

(3) Compute the flow field in the upper domain. The flow solution in the lower domain

provides boundary condition data at the inlet to the upper domain (or the interface).

(4) Return to step 2 with an updated guess for the pressure distribution at the interface ob-

tained from the solution in the upper domain. Continue these trials until the pressure
distribution at the interface no longer changes.
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It was necessary to undenelax the changes in the pressure distribution at the interface.

Underrelaxing prevented large differences between the successive updates of the pressure field at

the interface which otherwise led to oscillations. In the present work, an underrelaxation value

of 0.2 was used. The computations proceeded serially on a single CPU. Thus, at the end of com-

putations in a domain, both geometric and flow field data were saved on disk files before

computations were initiated for another domain. Each trial took approximately 120 flow itera-

tions. The flow field calculated for an earlier trial served as the initial guess for the new trial

The flow field converged after 6 to 10 trials. Each u'ial took 6 to 8 CPU hours on a Sun

Sparkstation 10 Model 30.

RESULTS AND DISCUSSIONS

Flow Field

The computed flow field at the rnldplane of the combustor/transition piece assembly (also

in between the combustor support struts) is shown in Figure 6. The air in the prediffuser's outer

region accelerates as it exits the prediffuser. Then, it turns almost 180 degrees to enter the

bypass air holes on the combustor casing. This short-circuiting of the diffuser flow is referred to

as the sink effect of the combustor bypass air holes on the flow field in the pre- and dump dif-

fusers. Flow acceleration is detrimental to a diffuser's performance because the primary function
of a diffuser is to diffuse or decelerate the flow.

The flow separatesunderneath the impingement sleeve close to the turbine inlet. Nearly

haft the distance between the prediffuser exit and the turbine inlet is occupied by the recirculat-

ing flow. The flow separates also in the lower dump diffuser at the tip of the prediffuser's outer

wall and in the space between the combustor casing and the prediffuser's outer wall. However,

the size and strength of these eddies are relatively small. All recirculafing flows dissipate the

energy received from the main flow, thus contributing to frictional losses.

The flow field at the rnidplane of the strut and also in between the combustor/wansition

piece assembly is shown in Figure 7. The combustor support strut completely blocks the predif-

fuser flow, which is then redirected in the circumferential direction. Thus, the flow in the pre-

and dump diffusers is 3-D. The flow remains separated underneath the impingement sleeve near
the turbine inlet.

Figures 8 and 9 show projections of velocity vectors on axial planes Pl and P2 identified

in Figure 6. At plane Pl (figure 8), the support struts block a large portion of the flow area, and

the impingement sleeve is nearly circular in cross-section. The fluid underneath the support

sn'uts turns azimuthally before joining the fluid flowing towards the impingement sleeve. Fluid

velocity near the side panel (3 or 9 o'clock position) of the impingement sleeve is high while that

near the outer panel (12 o'clock position) is relatively small Thus, the outer region of the dump

diffuser behaves as a large reservoir. At plane P2, the blockage due to the support strut is

reduced, and the impingement sleeve is nearly rectangular in cross-section. The flow field at
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plane P2, shown in Figure 9, is similar to that at plane PI, except that the fluid velocity near the

side panel is even higher because of the smaller gap between the adjacent impingement sleeves.

Overall System Performance

Performance Parameters.- At any plane the mass flow rate, in was obtained as

in=j' pudA=puA (6)

where u is the velocity component perpendicular to the flow area.

The mass-averaged pressures at a plane were derived as

=l_ f PpudA (7)

in

and

=1 [ppudA (8)

in

where P and p are the local total and static pressures, respectively.

The total pressure P at a point is related to the static pressure p at that point as

P=p+0.5 p V 2 (9)

where V is the mud velocity atthatpoint.

The wall static pressure recovery coefficient (Cp) and the total pressure loss coefficient (_.)

are defined as

and

Cp = [p- pa]/hd (10)

Q I

_'a-c = [Pc"Pa]/hd
(11)

where hd is the dynamic head at the prediffuser inlet [Pa- _a ]"

Prediffuser Wall Static Pressure Recovery.- Figure I0 shows the static pressure recovery

coefficients along the inner and outer walls of the prediffuser. The pressure increases Linearly

along the inner wall of the prediffuser, and a C of nearly 0.6 is reached at the prediffuser exit.
P
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The prediffus_ outer wall C is nearly zero owning to the flow acceleration at the prediffuser
P

exit because of the sinkeffect.

Because the prediffuser flow is highly C0upled_th thefi0w in the dump diffuser, the wall

pressure recovery coefficients may not appropriate performance parameters. The mass-averaged

total pressure loss coefficients presented below provide a quantitative description of the predif-
fuser performance.

Total Pressure Loss.- The mass-weighted total pressure loss coefficients in the diffuser

systems are summarized in Table 1. The computations indicate that more than 1 dynamic head

at the prediffuser inlet (or the compressor discharge) is Iost in the diffusers. Approximately 80%

of this loss occurs in the upper dump diffuser where the fluid must pass through the narrow gaps

and pathways between the adjacent combustor/transition piece assemblies. The total pressure
loss in the prediffuser is relatively srriall: only 3% of the total pressure loss in the diffusers. The

remaining 17% of the pressure loss occurs in the lower dump diffuser.

Flow Uniformity around the Impingement Sleeve

Figure 11 shows the static pressure distributions along the impingement sleeve at 3 circum-

ferential locations: 12 o'clock, 3 o'clock and 6 o'clock. The reference pressure in Figure I 1 is

the static pressure at a point on the 12 o'clock position. Figure 11 shows that the static pressure

varies both along the length and the periphery of the sleeve. The pressure is highest at the 6

o'clock position and is lowest at the 3 o'clock position. At the 12 o'clock position, the pressure

is nearly constant along the length of the sleeve, indicating that the outer most dump diffuser be-

haves as a plenum. At the 3 o'clock position (or the side panel), the pressure decreases along the

length of the sleeve because of the increased venmri effect induced by a smaller space between

adjacent sleeves. Three-D computations indicate reverse flow from the side panel. When the

reverse flow occurs, the air exits into the dump diffuser through cooling holes on the impinge-
ment sleeve.

__N_

I. Karki, tCC., Oechsle, V.L., and Mongia, H.C., "A Computational Procedure for Diffuser-

Combustor Flow Interaction Analysis," ASME PaRr No. 90-GT-35, 1990.

2. CFD2000 User Manual, Adapt" e Research Corooration, Huntsville, Alabama, 1992.

3. Patankar, S.V., Numerical Heat Transfer and Fluid Flo_, Hemisphere, 1980.
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Table 1. Mass-Averaged Pressure Loss Coefficient

Prcdiffuser 0.04 (3%)

Dump Diffuser

Lower Part 0.22 (19%)

Upper Part 0.93 (78%)

To_ 1.19(100%)

Combustor

Can
Bypass

Air Holes
Transition

Piece
Impingement

Sleeve

Combustor

Casing Turbine

Inlet

\

\

\
Support

Figure 1. Airflow Path in the Compressor/Combustor Region of an

Industrial Gas Turbine
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Figure 2. Compu_tional Grid in the TWO Domains

(Between the Combustor Support Struts)

\\

Figure 3. Computational Grid on the Surface of the Impingement Sleeve
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Figure 4. Upper Computational Domain Divided into 6 $ubvolumes

(Azimuthal Plane Near the Combustor Can)

Figure 5. Upper Computational Domain Divided into 6 Subvolumes

(Azimuthal Plane Near the Turbine Inl¢0
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Figtue 6. Velocity Vectors on a Longitudinal Plane

(Between the Combusmr Support Struts)
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Fisure 7. Velocity Vectors on a Longitudinal Plane

(Midplane of the Combustor/Transition Piece Assembly)
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: 50.0 m/s.

Figure 8. Velocity Vectors on an Azimuthal Plane

(Axial Location Pl)
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Figure 9. Velocity Vectors on an Azimuthal Plane

(Axial Location F2)
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Nomenclature

English letters

a

c

D

f

i

L

t

= indicates air

= chord length

= drop

= subscript, denotes fog or vapor state

= subscript, denotes incident

= characteristic length
= time

U2 = free stream velocity

u,v = velocity components along x-y-directions respectively
w = subscript, denotes water

x,y = physical coordinates

Greek letters

(Z

P

Pv =

Pl =

P.

"U

= angle of attack, or non-dimensional ration = W]..tp
= droplet incident angle

= density of the fluid

density of the vapor

density of the liquid

= coefficient of viscosity

- thickness of the boundary layers

= kinematic coefficient of viscosity = _/p

W
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SUMMARY

A mathematical model for a two-phase flow laminar airfoil in simulated heavy
rain has been established.

The set of non-linear partial differential equations has been converted into a set

of finite differerice equations; appropriateinifial and boundary conditions are

provided. The numerical results are compared with the experimental

measurements. They show good agreement in quality.

I. INTRODUCTION

This paper investigates the rain effects to the airfoil during landing and take-off.

When the heavy rain hits the airfoil, the fine water drops near to the wing surface

form a liquid film while the water vapor above the wing surface establishes a

gaseous fog. The former is in liquid state, the latter is in gaseous state. This is the so-

called two-phase phenomenon. The thin liquid film close to the wing surface

usually forms a laminar boundary layer. However, the heavy rain fall may cause a

premature turbulent boundary layer. That is, the heavy rain effects may cause the

laminar boundary layer transit into turbulent boundary layer. As a result, the lift is

appreciably decreased, while the drag is considerably increased. In a a more serious

situation, the decrease in lift and increase in drag may develop into wind shear
which causes an airplane catastrophe involving loss of human life and property

damage. This important knowledge should keep the pilot well-informed as a

precaution of flight safety. A variety of experimental and analytic methods used to

investigate the heavy rain effects on airfoil may be referred to in previous works,

notably references # 1 through # 13. This paper has established a mathematical

model for the airfoii under the simulated heavy rain. The said mathematical model

consists of a set of non-linear partial differential equations for which a numerical

solution has been obtained. A comparison between theory and experiment has been

made and will shed some light on flight safety.

II. FORMULATION

As in the following figure, the two-phase-flow around an airfoil is clearly

R_UIt0ROPS mTERAC11NQ WIl"H AN NN:O0.

FIGURE (i)

D O CoatJnmusMa tousled

to _ 7 r- Br,_ld=m
O O ]/,h._.u

ll_lr -J ! _
I--
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described. To simplify the problem the following assumptions are made:

1. The fluid flow is non-steady, viscous, and incompressible.

2. There is laminar boundary in the flow region.

3. The airfoil is represented by a fiat plate. The physical coordinates are shown
in Figure (2).

For a two-dimensional, nonsteady two-phase flow, we obtain the following
sets of fundamental equations under boundary layer approximation: For the liquid
phase

Equation of Continuity: Ou av = W___x V, sinl3
3x _ 8y p® 8 ...... (1)

= 2 sin_cos _u_U+v_U _}1 _u W_V I ...... (2)Equation of
+

3x 3y p,,, 3y 2 -p,,,6
Momentum :

Film thickness: 8 = 5_'ox/U 2 ...... (3)

_U "_¢

For the fog phase Equation of Continuity: _xx + 77_. = 0
oy

Equation of Momentum:

(4)

The initial conditions are:

3u 3u au _ 32u

a'-7 + U_-x + vb-Ty = n, ay _ ...... (5)

at t = 0, u = U (x,O),V = 0,5 = 0
2

The boundary conditions are:

y = 0, for the liquid phase

u = 0, v = 0 (no slip condition)

at y = 5 (liquid-fog interface)

(u)l = (u)f (v)l = (v)f

(6)

...... (7)

(8)
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In other words, U, V, and 3u/3y for both liquid and fog must be compatible at the

interface, as y -_ (for the fog phase) , u ,, U(x,t:) ...... (9)

IlL NON-DIMENSIONALIZATION

In order to non-dimensionalize the set of fundamental equations, we

introduce the following:

U=__x __ y _=
x L Y= L U c

UcT -- V i
--_ _ V i --_L x= L Lt¢

-- V
v._.--

U¢ (IO)

where Uc is the reference velocity, and L is the chord length of the airfoil.

Substituting the above relations into Equations (1), (2), (3), (4) and (5), and omitting

the bar notations, we obtain:

___u+ 3v = w__r v__a,stn_ ...... (11)
3x 3y Pw 6

3u + 3u 3u 1 32u + W t V_sin_cos_

U_x + V_yy = ,_), 3y--V Pw 8 ......
(12)

(5 = / L ...... (13)

In Equ. (12), W1 has the dimension of M/L 3, so does the density p. W1/Pw is a

non-dimensional quantity, where (RN)I = pwU2x/_ Reynolds number of the liquid

water. We let a = W1/Pw = non-dimensional ratio of the liquid water content to the

water density.

For the fog phase

Equation of Continuity:

_u _v
--+- "- 0 ...... (14)
3x 3y

Equation of momentum
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3u au 3u 1 O2u (15)
-&-+ua.-7+ =  ra,o, ay ......

where (RN), = _ = Reynolds number of the fog.

The corresponding initial and boundary conditions are:

at'¢ = 0, u= U(x,o), V = 0

8=0

°°, ,°°

(6.a)

for the liquid phase, at y = 0, u = v=o (No slip condition) .... . . . (7.a)

at y = 8/L (Liquid-vapor interface)

(u), = (.), (v), = (v),

ay), L ay),

(8.a)

As y --_ _., u -- U(x,_) ...... (9.a)

IV. FINITE DIFFERENCE EQUATIONS

The previously derived set of non-dimensional partial differential equations can

be transformed into the finite difference equations in the following manner: An

explicit method is used. Let U', V' and 8' denote the values of U, V and _ at the

end of a time-step. Then the appropriate sets of finite difference equations are:

For the liquid

Equation of Continuity:
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Equation of Momentum:

U'_ "U, ÷u. (_,- tr_ ) + v_ (U*'-UD
A'_ _x Ay

(ll.a)

1

(RN),
(u_,-2u.+ u_,)_ = v_'sm_cos_......

(Ay)'"
(12.a)

Film thickness:

_',.,: 5 ,F_i i.
V U 2

For the fog

Equation of Continuity:

(13.a)

#

- vi'i- _.i-'U[i Ut-l.i+ •

_x Ay
o ° o ° , • (14.a)

Equation of Momentum:

ui._- u,._+ui (u,.i- u,_,a ) + Vii
A'c " Ax '

Ui.j+l --Ui,i )

_y

1 (Uij+,- 2Ui, i + Uid_,)

(RN), (,,,y)'

The boundary conditionsare

at z=O, u=U2, v=O

(15.a)

(16)
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for the liquid phase, y = 0, U=V=0 .. " ..... (17) • At the interface 0 < x < L, O < y

y < _imax • We choose integers Mx and My such that

(v.,),-(v.), (v.._),=(v..,),

(v_:),=(v_), (v.,),=(v.,),
(16.a)

(Uo,i)l = (Uo.j) r

(U,.o),=(.,.o),
(16.b)

All the points denoted by Equations (16.a) and (16.b) are boundary points at which

the values of U and V are already known. Furthermore the shearing force of the

interface is denoted by the following relation "

. i. j = i, _ ) ...... (17.a)

_Y z_y

1
V. THE STABILITY OF THE FINITE-DIFFERENCE E4UATIONS

Since an explicit procedure is used, we wish to know the largest time-step

consistent with stability. Equation of continuity is ignored since Az does not appear

in it. The general terms of the Fourier expansion for U at a time arbitrarily called

"¢--0 are both e iax ei_y, apart from a constant (Here i = .fi-_). At a time "¢ later, these
terms will become

U: _¢(r) ei='e isy

Substituting the above into Equation (12.a), regarding the coefficients U and V as

constants over any one step, and denoting the values after time-step by _' gives

a_ Ax ay

1 2V(_)[cosf_ay)- 1]

RN (ay)=
G(

+ _ V_ sin_cos_e -i{''÷Sr_ (18)
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Through a very tedious algebraic manipulation, there obtains the criterion of

stability:

U Az V A_ + 2Az
- ay p.s(ay): 1 ......... (19)

In the present research, RN ,the Reynolds number, is in the order of 106.

Equation (19) follows automatically. However, the coefficients U and V, treated as

constants over any one time-step, will vary from one time-step to the next in a

manner which cannot be predicted as a priori. That is the maximum permissible

time-step consistent with stability and is itself Variable, but its value can always be

checked during computation if necessary.

VI. CALCULATION OF LIFT COEFFICIENT

According to Glauert, the lift coefficient is given by

CL = _(c_+Eo) ...... (20)

where d is the angle of attack,

XdX

and f (x/c) - I ...... (22)

1 "7f(1- -y (1- x )
¢

The relationship between (x/c) and f (x/c) is :

(x/c) 0.025 0.05 0.i0 0.20 0.30 0.40

fl(x/c) 2.090 1.54 1.18 1.00 0.99 1.08

(x/c) 0.50 0.60 0.70 0.80 0.90 0.95

fl(x/c) 1.27 1.62 2.31 3.98 10.60 29.20

Fob Wortmann airfoil, the value of (y/c) for each (x/c) can be found. The

integration can be performed easily. However, for fiat plate airfoil, Eo = O, the lift

coefficent reduces to CL = nc_.
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VII. CALCLK_TION OF DRAG COEFFICIENT

A body of buff form, particularly if it has sharp edges like a fiat plate (which is

the case here) will shed strong vortices and will have a large form drag. As a first

approximation, the form drag coefficient may be written

where K = 2_2 a U, is the strength of each point vertex, the so- called Karman vortex

street, a is the distance separating the successive vortices of each row, U is the

induced velocity, h is the distance between the two rows, i.e. the breadth of the

street. A sketch for yon Karman vortex street is given as follow s :

D_ A1 _j_ A2 A3
1 a l a J

,} a -I
I

B1 B2

Two Vortex Rows

h

V
I

Von Karman Vortex

I
h

I

Street

Figure (3).
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The skin fric6ional drag coeffi=ient of a fiat plate is given by a

classical formula:

Cd- i. 328_ ...... (24)

The his60rical results and the current computation are tabulated as follows:

Reynolds No.

Experimental'

Measurement

Blasius

Current

Computation

4
I. 14x10

0.0124

(Dry)

4
0.57xi0

0.0176

(wet)

5
3x10

0.0057

0.0058

0,,0024

6
I0

0.0047

0.0045

o.o,Ol3

6
7x!O

0.0035

O. 0031

0.0005

As shown in the above cable, the drag coefficient of the airfoil with

rain is higher than that without rain. The computed results are much--

lower than those measured by Hansman(in references 5,and 6).The reason for

this is that the over-slmpl_-fied mathematical model of an airfoil by a flat

plate does not cover the physical reality of a true airfoil which has proper

thickness and suitable chord length.

Also the premature transition of laminar flow into turbulent flow may

cause higher drag coefficlent This possible turbulent phenomenon is not

covered due to our previous assumptions.

The superposition of form drag to the skin frictional drag should improve

the agreement in quantity with the experimental measurement. However, the

analytic determination of form drag in Eq.(23) remains to be a difflcult

task for further investigation.
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VIII Conclusion and Discussion

The set of finite difference equations has been converted into Fortran language,

and a numerical solution is obtained. The complexity and computation time are far

beyond the investigator's anticipation. For the numerical results it was found that

there is decrease in lift and increase in drag due to the heavy rain effects. The reason

for this is that the heavy rain causes roughness on the wet surface of the airfoil. A

comparison of the present numerical calculation with Hansman's (6) experimental

measurement is shown in Figure (5). According to Hansman, the Wortmann

section had the greatest lift degradation: nearly 25%. The computed decrease in lift

and increase in drag are both lower than that of the experimental measurements.

The reason may be that the over-simplified mathematical model could not cover

the physical reality, such as the premature boundary layer transition near the

leading edge of the airfoil and the three-dimensional effects.

The laminar layer thickness of both the liquid film and fog is shown in Figure

(6). The velocity profile near the surface of the airfoil is shown in Figure (4). It is

evident that the U-component of the velocity near the surface of the airfoil is
decreased due to the rain-effects.

It requires fu_:ther investigation for a turbulence model and three-dimensional

wing in order to accomplish perfect agreement between analytical investigation and

experimental measurements.
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SUMMARY

This paper presents the numerical and experimental results of a study performed on the transient

r,s¢ of fluid in a capillary tube. The capillary tube problem provides an excellent mechanism from which

to launch an investigation into the transient flow of a fluid in a porous wick structure where capillary

forces must balance both adverse gravitational effect,_ and l¥ictional losses. For the study, a capillary tube,
initially charged with a small volume of water, wzLs lowered into a pool of water. The behavior of the

column of fluid during the transient that followed as more water entered the tube from the pool was both
numerically and experimentally studied.

INTRODUCTION

A capillary tube, initially charged with a small volume of distilled water, is lowered into a pool

of distilled water to initiate the experiment. The amount of time required for the water within the capillary
tube to reach steady-state, the final height of the column at steady-state and the behavior of the column

during the transient were all sou_t. The solution to the problem will be accomplished both numerically

and experimentally. The numeri_l solution will be discussed first. The experimental portion will be used
to provide data to verify the numerical solution.

THEORY AND NUMERICAL SOLUTION

One dimensional, unsteady continuity and momentum equations were derived for the capillary tube

flow problem. The energy equation was not used since this problem had no measurable transfer of energy
taking place (ie., no external heat addition or subtraction).

Consider the cylindrical control volume seen in Figure I. This control volume encompasses all
of the fluid within the capillary structure at any given time. The lower boundary is the only one which

mass can flow across and is the intertace between the pool of fluid and the bottom of the tube. The upper
boundary of the control volume is the bottom of the meniscus which is formed due to surface tension

effects between the water in the tube and the tube wall. No mass transfer is allowed to occur across the

meniscus. The distance between the bottom of the control volume and the bottom of the meniscus is

defined as h. The unsteady, one-dimensional continuity equation applied to this control volume, assuming
a constant density fluid, is

dh
d-'7=V, (I)
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whereVj is the velocity of water entering the bottom of the tube.

Figure 2 depicts the same control volume with the appropriate forces and momentum fluxes
present. The capillary force (o2m cos 0), is depicted as a single force acting on the top of the control

volume. This assumption results partly from the work done by Swanson and Herdt (1:434-441), who

investigated the evaporating meniscus in a capillary tube, and partly from observations from this work on
the behavior of the meniscus during the early portion of the transient. Swanson and Herdt's numerical

study showed that the local capillary pressure remained constant for varying degrees of superheat and that

the mean curvature of the meniscus asymptotically approached that of a hemispherical meniscus. In the

experimental portion of this study, a capillary tube with a small volume of water was lowered into a pool

of water juat until the transient began (ie., fluid began climbing up the capillary tube). From observations

of the very early portion of this transient, the column of fluid began to rise immediately after coming in
contact with the fluid in the reservoir. This implied that the capillary force was present at the onset of

the transient. Close observation of the meniscus revealed that it did not appreciably change shape

throughout the entire transient, implying that the magnitude of the capillary force remained relatively

constant. Based on these observations, the capillary force was therefore treated as a constant that formed

instantaneously at time equal to zero. _.....
The unsteady, one=dimensional momentum equation for the control volume in Figure 2 yields,

d , 2xh 2ocos0
_(hV_)-V[÷hg+_- =0 (2)Plr Ptr

Where g is the acceleration due to gravity, Pt is the water density, o is the water surface tension, 0 is the

contact angle between the fluid and the tube wall, and r is the capillary tube radius. The shear stress, %

represents the overall shear between the fluid and the capillary tube. Note at steady-state conditions, the

time derivative, velocity and shear stress go to zero, and Eq. 12] reduces to,

h = 2 ocos 0 (3)

Ptg r

which is the classic equation given in any physics text, describing the steady-state height rise of a column

of water in a capillary tube (2:30).

Combining Eqs. [1] and [2] into the matrix form required by the time integrating scheme used in

this work (3:357-372) yields the following forms for the U and F matrices,

[:]U= V_

F= 2xh 2ocosO
- hg-_ ÷

Pt r Ptr J

The integrating scheme was,

U "'i = U" +AtF" (4)

which is a forward-time integrating scheme using wdues for F at the previous timestep.
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The initial conditions of this problem are easily specified. The initial height of fluid in the groove

is known, ie., h(t=0) is a measurable or specifiable quantity, and the velocity of the fluid in the groove

is initially zero, V_(t=0)-0. The only thing !eft to be determined is the shear stress, x. An expression

given in White (4:292) provides a correlation for the apparent friction factor for laminar flow in a circular
tube,

3.44 fReo +K=/(4_)-3.44/_ l_

+ 1
(s)

where Re D is the hydraulic Reynold's number, _ = (h/D)/R%, fR% = 16.0 from the Hagen-Poiseuille flow

solution_ and K,, and c are constants given as 1.25 and 0.000212 respectively. The apparent friction factor

is the local friction factor, integrated over the length of channel of interest, taking into account the
entrance region effects. The overall shear stre_ can then be calculated from,

While Eqs. [5] and [6] provide a compact, closed-form solution to the shear stress, they are

somewhat lacking for this work. The reason is that the flow in a capillary tube is not really accelerating

tube flow, as is implied by Eq. [5]. In the region of the tube entrance, the equations should apply;

however, the fact that the meniscus does not change shape throughout the transient implies that the

velocity profile in the vicinity of the meniscus is uniform and equal in magnitude to the average velocity

in the tube (from continuity). Boundary layer growth begins at the tube entrance but must disappear.by

the top of the fluid column. The difficulty is explaining what happens to the velocity profile between the

entrance to the tube and the meniscus region.

Consider a shock wave passing over a flat plate through a medium initially at rest. It is known

that a boundary layer forms behind the shock as it passes over the plate. A second boundary layer can

be seen at the leading edge of the plate where the flow is fully developed. If we consider the rise of the

meniscus to be similar to the shock as it passes down the plate, then it is reasonable to assume that a

boundary layer may form behind the meniscus as it rises in the tube. If this is true, then the discrepancy

noted above can be explained. During the initial portion of the transient, a boundary layer is formed as

fluid enters the tube. Additionally, as the meniscus rises, another boundary layer forms behind it. These

two boundary layers combine to form a kind of diffuser shape within the capillary tube, which basically
allows the boundary layer to grow, and then diminish, with approximately uniform velocity profiles at the
tube entrance and top of the fluid column.

Assuming merging boundary layers exist, then an approximate expression for the overall shear
stress may be derived by dividing the length of the tube into two regions, one where the boundary layer

grows from the tube entrance, the other where the boundary layer grows from the advancing meniscus (see

Figure 3). The force on each region is given simply as F_= x,nrh(i = 1 or 2) and the overall force is given

as F = F; + F 2. If it is further assumed that the two boundary layers grow at the same rate, then f,_,t -
fma and the overall friction coefficient is simply the Shah friction coefficient, Eq. [5], evaluated at (h/2)
instead of h. This method of calculating the shear stress results in an overall increase in the total shear

on the fluid element and is referred to as the modified Shah friction model.
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EXPERIMENTALSETUP

The experimental equipment consisted of two glass capillary tubes, approximately 0.15 m in length

with diameters equal to 0.876 and 1.778 mm (flush cut at each end), a small reservoir full of distilled

water, and a mechanism for precisely lowering the capillary tubes into the pool of water. The wetting
angle between the glass and water was assumed to be zero radians' A Kodak SP2000 high'speed video

motion analyzer (5) was utilized to capture the transient rise of water height within the capillary structure.

The SP2000 was capable of capturing from 60 to 2000 frames per second (fps); 60 fps provided adequate

resolution of the transient and was utilized in this study. Calibration of the internal clock was

accomplished by videotaping a precision stopwatch and comparing the watch movement to the videotape

movement at 60 fps. Accuracy of the time measurement was +_0.01 sec. Length calibration was done

by videotaping a precision ruler and comparing the distance between ruler markings on the videotape with

the SP2000 croashair movements. Accuracy of length measurements was +0.1 mm.

EXPERIMENTAL PROCEDURE

Prior to insertion into the pool of water, the tubes were thoroughly cleaned with a general cleaning

detergent and rinsed with several distilled water baths. The tubes were initially charged with small
amounts of distilled water and placed in the lowering mechanism and clamped in place. The video was

activated and the capillary tubes lowered into the pool of water until the column of water began to rise,

at which point the tube lowering was halted. The video was stopped after the fluid rise transient was over.

A quick review of the video after each experimental run indicated whether or not the run was valid. The

method of determining a valid run consisted of measuring the height to which the column of water rose

in the video and comparing this to the steady-state value _alculated from Eq. [3]. If the measured height
was equal to the calculated value, the run was deemed valid. If however, the final rise height was lower,

then the run was discarded and the video erased. A rise height lower than that predicted by Eq. [3]

indicated a fault with the cleaning procedure described above.

RESULTS AND DISCUSSION

Close observation of initial data runs indicated that the formation of the meniscus occurred over

a time increment much shorter than what was able to be measured with the equipment at hand.

Additionally, the general shape of the meniscus on a macroscopic level, did not change appreciably
throughout the transient, whether the fluid was rising or falling within the tube. Therefore, the assumption

of a fully-formed meniscus throughout the transient, modeled as a constant capillary force, appeared to
be valid.

Figures 4 through 6 show the results of three data runs with the large bore tube, each figure

representing a different initial charge. Several general observations are made. For the range of initial

charges invest/gated, the transient was oscillatory in nature, with the behavior essentially damped out after

0.8 seconds. Additionally, the final height rise for all the cases was identical to that predicted by Eqn [3].

This basically answered two of the three questions posed by the problem statement. The last question

dealt with how the fluid achieved its final steady-state height. The dashed line indicates the numerical

solution using the modified Shah friction model. In all three cases, the oscillatory nature of the solution

was predicted by the modified Shah model; however, it predicted an overshoot of the final rise height
slightly greater than what was observed, indicative of insufficient numerical friction. The lower than
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predictedriseheightduringthetransient was not believed to be caused by a "dirty" capillary tube, since

the final rise height was consistent with that predicted by the steady-state solution. The anomalous

behavior was suspected to be caused by either an incorrect assumption in the modeling of the boundary
layers or in the omission of additional loss mechanisms. The boundary layer modeling was believed to

be accurate due to experimental observations of the meniscus behavior, so additional loss mechanisms

were investigated in order to explain the discrepancies.

In all pipe flow systems, there are major losses, primarily due to the friction associated with long,

straight sections of pipe. These losses are calculated by well-established friction models. However, there
are additional losses, termed minor losses, that occur due to the presence of valves, bends and obstructions

to the flow. In most cases, these losses are small compared to the major losses. The minor losses are

generally categorized as to their effect on the recovery of the flow kinetic energy, and are given as head

loss coefficients, ¢. The loss coefficient is a percentage of the incoming kinetic energy that is lost due
to the obstruction and is defined as,

¢= Ap
1 2 (7)

The loss coefficient is proportional to a friction tactor, and for this example, that factor, f¢, is easily shown
to be,

- Cr (8)
f'- 7

This friction factor is then added to the modified Shah friction factor calculated previously, and the sum
is used in the calculation of the overall shear stress.

The only minor loss present in this experiment is that due to the method in which the flow enters

the capillary tube. The entrance of the tube was flush cut; in other words, there was little, if any, rounding

of the inlet, which meant the flow had to turn a relatively sharp angle at the entrance to the tube. Based

on the level of rounding at the entrance, the loss coefficient could vary anywhere from 0.004 (well-

rounded) to 0.500 (no rounding) (2:504-517). Because of the flush cut, this loss coefficient was expected
to be closer to 0.5 than to 0.004.

Using a conservative value of _p=0.5, the improvement in the friction m_del is seen as the solid

line in Figures 4 through 6. The trend is obviously in the correct direction; the match with the

experimental data was better than with no minor losses included. There was still some discrepancy

between this model and the data; however, the difference was well within the experimental scatter.

Figures 7 and 8 show the comparison of the modified Shah friction model with the experimental
data for the small bore capillary tube. The obvious difference between this and the large bore tube was

the exponential shape of the transient curve. In this case, there was no overshoot, but a smooth rise to

the final steady-state value predicted by Eq. [3]. The fact that there was no overshoot in this case was

most probably due to the fact that because the small bore tube rise height was much greater than the large

bore, the overall friction was greater, and the greater friction prevented the overshoot. Including the minor

losses improved the match with the experimental data, although the difference between including and not

including the minor losses was much less pronounced in the small bore tube as compared to the large bore

tube. This was because the losses due to the flush cut acted over a greater percentage of the total rise

height in the large bore tube than the small bore, hence their effect was more pronounced.
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CONCLUSIONS

Control volume analysis was utilized to numerically study the behavior of a simple, capillary-
induced fl0w. The steady-state rise height, along with the transient behavior of the flow, wasaccurately

modeled with numerical techniques. The nature of the fluid rise in a capillary tube was highly dependant

on the tube geometry; the smaller diameter tubes providing higher rise heights an d less ove_hoot during

the transient to steady-state. The majority of the frictional losses in capillary tube flow were handled with

simple friction models that provided adequate results. Inclusion of minor flow losses in the numerical

model improved the correlation between theory and experiment.

The use of high speed video Was used to provide transient expei'imental data on capillary-induced

flow. Because of the short transient times in capillary tube flow, a means of capturing the flow behavior

was necessary. High speed video was shown to be a viable means of collecting transient data. _

Finally, the importance of properly preparing capillary tubes for the experimental portion of the

work was perhaps the most valuable lesson learned. Inadequate cleaning of the tubes resulted in several

invalid data runs. The only means of vcrifyingproper cleaning of the tubes was an a priori knowledge

of the steady=state rise height solution for the given tube geometry. Without this, there was no means of

determining if the tubes were properly cleaned prior to testing. However, this knowledge did provide a

means of choosing a preferred cleaning procedure and once this procedure was followed, few problems

were encountered in obtaining valid transient data.
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S_Y

Determination of instantaneous local average particle density of a gas-particle
suspension requires satisfying both the time scale relation and the volume scale relation
or its continuum counter part of time averaging. This procedure was validated by
comparing simultaneous velocity and mass flux measurements and the laser phase
Doppler measurements.

INTRODUCTION

In an earlier discussion, the corresponding scale relations of both volume- and
time-averaging were identified (Soo, 1991). It was noted that almost all measuring
techniques m particulate flows are based on time-averaging. Recent work on laser phase
Doppler particle analyzer (PDPA) (Aerometfics, 1987) raised the question of probing
volume or characteristic dimension of probe in relation to the particle size. This is
because the collecting volume of laser beams of the dimension of 100 _m was used to
determine the density from mass flux measurement of particles of similar diameters. The
long time average density thus determined, with some careful consideration of the
effective flow area (Saffman, 1987), is accurat_ when the flow is nearly fully developed.
The same is true in the use of an electrical conductance probe of diameter small than that
of bubbles in liquid (Nassos and Bankoff, 1963). This is true as long as the criterion of
time-scale relation based on passage of interfaces at an observation point is satisfied
according to (Soo, 1991):

Us/(dUs/dt) > T > Ark (1)

where Us is the velocity of an interface, t is the time, such that the acceleration time bc

longer than the averaging time T, and Ark is the passage time of a phase. There is no
question that Eq. (1) is sufficient when dealing with one=dimensional motion. It is also
sufficient for determining long time averages, such as isokinetic sampling of the average
mass flux of particles of a suspension. However, no provision was made for determining
the local instantaneous density.

EFFECT OF DIMENSION OF PROBES

Previous experience has been that most of the characterisitc dimensions of probes
for particle mass flux such as isokinetic sampling (Soo ct al., 1969) and electrostatic bail
probe (Cheng and Soo, 1970; Zhu and Soo, 1992) were much larger than the size of
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particles. Therefore, the concept of volume- or area- averaging given in Soo (1989) were
satified first of all, or

L > v I/3 > VkI/3 (2)

for volume-averaging of local instantaneous flow properties, where L is the charactristic
dimension of the physical system, v is the control volume, and Vk is the characteristic
volume of phase k. It was taken for granted that the inlet opening (diameter D) of the
isokinetic sampling probe be larger than the particle (diameter d). Fig. 1(a) shows that
this condition is concepticaUy significant in measurements based on time-averaging, with

mass flux of particles of various sizes determined by the area rd_2/4. However, when d is
large compared to D, as illustrated in Fig. 1Co), the accuracy of measured mass flux and
the deduced density from average velocity of particles become questionable when the
former is based on the probe diameter. This is because many large p_c!es which are
within the projected area of the area of exclusion of the probe and the particle w0uld be
excluded.

When the electrostatic probe is calibrated by the isokinetic sampling probe, the
above large (compared to probe diameter) particle effect are not readily corrected from
the results of one to the other when dealing with long time averages of density or mass
flux. By using a larger probe diameter than the particle diameter, one effectively satisfy
the scale relation in Eq. (2) to average the electrostatic charge transfer of a number of
particles over the projected area of the probe. The electrostatic probe thus calibrated can
be used to determine the instantaneous mass flux of particles based on the projected area

TIxD2/4; 11 being the fraction impacted based on the projected area of exclusion of
[mrticles (see for instance, Soo, 1989). This relation is shown in Fig. 2(a) for D>>d.
instantaneous mass flux is given by the probe current due to simultaneous collision of
particles of average number Nc given by:

Nc = _.s/n-I/3 (3)

where XB is the collision free path of the probe by particles, n is the number density of

particles, and n-1/'3 is the mean interparticle spacing !Zhu and Soo, 1992). This number is
of order 10 for the present example of 2.4 mm diameter probe and 44-62 gm glass
particles at a mass flux to give nearly 1 kg panicles/kg of air, or an inter-particle spacing
of 10 particle diameters.

A different situation arises when the particle size is large when compared to the
diameter of an electrostatic probe (Fig. 2); the effective projected probe area would be

TITt(D+d)2/4. This illustrates the significance of probe dimension in comparison to the

particle size in the above calibration procedure. One also has to rely on the the average
from a number of longitudinal spacings of particles to attain a corresponding averaging
time to the area average for the instantaneous mass flux.

FLUCTUATIONS OF DENSITY FROM PDPA OUTPUT

To improve the theoretical basis of determining fluctuating density of particles by
phase Doppler particle analyzer (PDPA), we have to extend the scaling relation of
volume averaging (see Soo, 1989), given by Eq. (2). Because the collecting volume had a
characteristic length of, say, 102 gm, it does not satisfy the criterion of volume averaging
(Eq. 2) for particles of 44-62 gm diameter. Its counterpart in local instantaneous time

averaging is seen to be over At with ('Fig. 3):
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Ati < At < T (4)

where Ati is the duration allotted to the passage of a particle i, At is the duration

corresponding to a "continuum" sampling frequency over a number of particles in say,
ms, and T is the overall averaging time in seconds. In Fig. 3, the phase difference
between two detectors in PDPA gives the particle size, and the width indicating passage

of a particle i gives its velocity Upi; Ati UpiAi gives its averaging volume. Ai is the
corresponding cross-section of the path of particles and is a function of a given particle

size di as shown in Fig. 4 (Saffman, 1987). Correspondence to the ease in Fig. 2(b) is
noted. The average density given by the procedure of Aerometrics (1987), for a total of N
particle over the duration T:

<pp> = (1/T)_,i mpi(Ni/<Up>)(L/v)i = (1/T)_i mpi(Ni/<Up>A0 (5)

where mpi is the mass of particle of diameter di (mpi ffi rt'_pdi3/6, pp is density of particle
material), LI is the characteristic path length in the lasercollecting volume v. The local

instantaneous density is given by, over the duration At corresponding to (schematically

shown in Fig. 3):

imll

At = 5"- Ati
i=l

i=n

pp= <pp>+ pp'= g
i=l

iffilt

(Nimpi/Ati Upi)(Ll/v)i =Z
ill

(Nimpi]Ati UpiAi )

Fluctuation in density of particles affects the transport processes in a suspension.

(6)

(7)

EXPERIMENTAL PROCEDURE

A complete description of the cyclone-standpipe recirculating pipe flow loop
system for a dense suspension of particles and metering is given in Chapter 9 of Roco
(1993), Plumpe et al. (1993), or Zhu and Soo (1992a). The Lexel laser facility (5 W two-
color argon laser)for laserDoppler CLDV) and phase Doppler particleanalyzer (PDPA)

(I.,iljegrenand Vlachos, 1990) has been modified forverticaltraversein a horizontalpipe

of 127 mm diameter (ina cyclone-standpipe rccirculatingtestloop).The LDV has the

capability of measuring fluctuatingvelocity in two dimensions (longitudinal and
wan.werse).

This system, in combination with an electrostaticprobe (Fig.5), was used in the

determination of localvelocityand densityfluctuationsby Slaughterin his thesis(1992)

and in Soo et al. (1993). This provides a check for the PDPA measurements of

instantaneouslocaldensity.The use of a 2.4 mm diameter electrostaticprobe gave area

average in determining mass flow or densityfluctuationswith time.

The PDPA has been placed for forward scatteringas shown in Fig. 6. The
Aerometric software has been modified to give density fluctuationbesides average

densityaccording to thetheory of continuum counterpartof time averaging following Eq.
(7).
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EXPE_NTAL RESULTS

The PDPA gives density fluctuations from a continuum approximation in time
corresponding to sampling time in the electrostatic probe. These results on glass particles
of 44-62 _n diameter at a mean air velocity of 15 m/s and mass flow ratio m* of 1.5 kg
particle,_g of air are shown in Fig. 7. Fig. 7(a) gives the long time average density as
determined by PDPA, the data for large mass flow ratio m* of 1.5 did not extend to
positions close to the bottom of the pipe because of interference of the bottom dense layer
of particles with the PDPA position in Fig. 6. Fig. 7(b) compares the results of PDPA
with the electrostatic probe and LDV measurements, showing general agreement for a

sufficient averaging time At (1/256 s) in Eq. (7) for averaging, while Ati (Fig. 3) may be
less than 1/10'th Of that. The _uencies of flUctuations ofthe'tw0 measurements are
comparable. Fig. 8 shows the mean particle size distribution for various m* over the
height of the vertical diameter as measured by PDPA; large pani'cle tend to sink toward
the bottom of the pipe as expected. Table 1 compares the average particle density and
RMS fluctuation of density as determined by the PDPA and the LDV - electrostatic (ball)
probe at two averaging times of 1/256 s and 1/128 s for m* = 0.4 and 1.5, showing that
the continuum scale relation was satisfied.

Table I Comparison oftheaverageparticledensity<rp> and RMS density

flucturation<pp,pp,>I/2asdeterminedby PDPA

m*=0.4

Method <pp>, kg/m 3 <pp, pp,>l/2 kg/m 3 Averaging time, s

PDPA 0.95
LDV- Ball Probe 0.95

PDPA 0.95
LDV- Ball Probe 0.95

1.02 1/256
0.62 1/256
0.98 1/128
0.48 1/128

m* = 1.5

PDPA 1.68 1.14 1/256
LDV- Bail Probe 1.70 1.12 1/256

PDPA 1.68 0.95 1/128
LDV- Ball Probe 1.70 0.99 1/128

CONCLUSIONS

Measurements of instantaneous local particle density calls for satisfying the
criteria of both time and volume averaging or its continuum counter part.

The PDPA provides a means for determining the instantaneous local panicle
density when the soft ware satisfies the criterion of continuum counter part of time
averaging.

The presentprocedureas appliedto PDPA providesa primary standardfor
particledensitymeasurement.
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ABSTRACT

A new two-fluid mathematical model for fully three-dimensional steady solidification under
the influence of an arbitrary acceleration vector and with or without artarbitrary externally applied
steady magnetic field have been formulated and integrated numerically. The model includes Joule
heating and allows for separate temperature-dependent physical properties within the melt and the
solid. Latent heat of phase change duripg melting/solidification was incorporated using an enthalpy
method. Mushy region was automatically captured by varying viscosity orders of magnitude
between liquidus and solidus temperature. Computational results were obtained for silicon melt
solidification in a parallelepiped container cooled from above and from a side. The results confmn
that the magnetic field has a profound influence on the solidifying melt flow field thus changing
convective heat transfer through the boundaries and the amount and shape of the solid accrued. This
suggests that development of a quick-response algorithm for active control of three-dimensional
solidification is feasible since it would require low strength magnetic fields.

INTRODUCTION

Possible means of devising controlling mechanisms for solidification and bulk single
crystal growth from a melt is of practical importance to many industrial processes [Kosovic,
Dulikravich and Lee 1991; Dulikravich, Kosovic and Lee 1992]. We will demonstrate the
quantified effects of a fully three-dimensional solidification control using magnetic fields. If there
are no electric charges in the melt and no external electric field is applied, a magnetohydrodynamic
(MHD) model [Stuetzer 1962] can be applied. MHD flows without solidification have already
been numerically analyzed in three-dimensions [Ozoe and Okada 1989; Lee and Dulikravich 1991].
It was only recently that various researchers have demonstrated numerically the effects of the
magnetic field in two-dimensional [Salcudean and Sabhapathy 1990; Dulikravich, Kosovic and Lee
1991; Kosovic and Dulikravich 1991] and in three-dimensional [Dulikravich, Ahuja and Lee
1993a, 1993b; Dulikravich and Ahuja 1993] solidification.

Our objective is to use a single system of governing equations in the entire domain which
could consist of the melt, mixture of the melt and the solid (mushy region), or the solid alone. In
other words, we want to use a single system of partial differential equations that treats both the
melt and the solid as liquids, while allowing each of the two liquids to have its own set of
temperature-dependent physical properties (density, heat capacity, thermal conductivity, electric
perrnitivity, thermal expansion, magnetic permeability, etc.). A crucial difference between the two
liquids is that the liquid which models the solid phase (T < Tsolidus) must be assigned extremely

high viscosity. Hence, velocities interior to the regions occupied by the liquid that models the solid
phase will be practically zero. Consequently, we will refer to this artificially extremely viscous

liquid as "solid", while the pure melt (T > Tliquidus ) will be called "liquid".

Ii,

Associate Professor.
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Mass fraction of the liquid at any point in the domain determines locally to what extent

should physical properties of the liquid or the solid .be tak. en into account. S_ce latent heat.

released or absorbed per unit.n_, s.of the mushy region is .pmpom.o.nai.to me l.oc_votua_eCd
fraction, f, occupied by the liquid m a parucular computauona.t cell, mls rauo _s otten mime e

[VoUer and Swaminathan 1991] as

e - esolidu s n
Vliquid __ ( ) (1)

f = Vliqu id + Vsolid Oliquidus - esolidus

where the exponent "n" is typically 0.2 < n < 5. Here, the non-dimensional temperature is defined

as 0 -- (T - T0)/AT o where T is the temperature measured in degrees. Typically, either :

AT o = Tliquidus - Tsolidus and T O = Tsolidus or AT o = Thot - Tcold and T O =Tcol d. The latent

heat, L, is released in the mushy region (where Tliquidus > T > Tsolidu s) in propom'gn to the _ i_

fraction f of the liquid in the mixture. L/quid density, Pl is assumed to vary linearly as a function

of non-_mensionai te_erature ..................

O(Pl/PO1) [ *

PI'- I + _" lo(o- e0) --1- ( 01(e -e0)
(2)

with a similar expression for the solid phase. We will use subscripts 'T' and "s" to designate liquid

and solid phase, respectively. If subscript "o" designates reference values, then the non-
dimensionalization can be performed as follows

v*= v g*=-g-- H* H x*= x t* t Ivot go, -,fro'
*= = P (3)

P Po Ivo 12

* I.t01 .* k01 * c01 * a01 ,

PI*--POlpoPI' l'tI= Ito Itl' W:l= _" kl' el= _ el' al = --(zo (zl (4)

with similar expressions for the solid phase. Here, v, g, H and x are vectors of velocity, gravity

acceleration, magnetic field and spatial position vector, respectively. Similarly, It, k, c and a are

coefficients of viscosity, heat conductivity, heat capacity and thermal expansion, respectively.
Hydrodynamic pressure, coefficients of electric conductivity and magnetic permeability are

designated with p, (r and _,, respectively. In this work we assumed that (r and T do not vary with

temperature ((r1 = (r01/(r o, a s = (r0s/(_ o, 71 = "/01/'Yo and ?s = 70s/Yo). Since the reference values

designated with the subscript "o" are arbitrary, the non-dimensional numbers can be defined as

Ivo 12 Ivo 12Po lo

Re = v° Fr 2 - i_ol To Ec - Co AT-'-"'_
Ito

(5)

Pr - Ito Co Co ATo "t'o O'o Ito
ko Ste= Lo Pm- (6)Po
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2 ao igolAT ° 3 i_ii/2
Gr = Po Io Ht = Yo lHolIo (7)

2
_to

Then, adopting an extended Boussinesq approximation [Gray and Giorgini 1976] to MI-ID flows,
the non-dimensional Navier-Stokes equations for phase-changing mixtures of two liquids
[Dulikravich and Ahuja 1993] become:
Mass conservation for two-phase MHD flows

V*-v = 0 (8)

Linear momentum conservationfor two-phaseMHD flowswiththermalbuoyancy and
magnetic force

P _-_+f +Pl I) + (l-f) +Ps I)

g_e * * Ht2 * Gr._..O0g,)]
= f [V*.( (V'v* + (V*v*)T)) + Pl (71p_-_-e 2 (V*x H*)x H*+ o_ Re 2

• Gr0
• * Ht2 (V*×tt*)xH*+_ _g*)]

+(1-f)[V*-(_ (V'v*+ (V*v*)T)) +Ps (Ys PmRe 2 Re 2

Energy conservation for incompressible two.-phase MttD flows including Joule heating

(9)

** ** 30 * , * * , *
(f Pl (Cel0),0 + (l-f) Ps(Ces0),e) _ + f Pl V .(eel 0 v*) + (l-f) Ps V .(Ces0 v*)

1 V*.'k*V*"" Y; Ht2 Ec
= f (Rc"_ t 1 tU + "_ m __ (V*x H*).(V*x I-I*))

c 1 pm2Re 3

+(l-f) V*.(k:V*O)+Vs,Ht2zc (V*xH*).(V*xH*))
os pm2Re 3

(10)

Magnetic field transport equations for two-phase MHD flows

3H*. V*x (v*x H*) = f/(_l 71 ) + (1 - f)/(a sYs ) V,2H ,

_t* Pm Re
(11)

Here, _ = f Pl + (1 - f) Ps ' where f = 1 for e > eliquidus and f = 0 for e < 0solidus. Non-

dimensional hydrostatic, hydrodynamic, and magnetic pressures were combined to give
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* 2

- ¢* Y1 Ht H*'H*

Pl PmRe2

* Ys Ht2¢*=* _p..._ + +
Ps- * F-_

Ps PmRe2

H*'H* (12)

* V*¢*.where ¢* is the non-dimensional gravity potential defined as g = We used an enthalpy

method to formulate the equivalent specific heat coefficients in the liquid and the solid phases are
* * 1 Of , * * 1 Of . .

eel = c1 - _ _ aria Ces = e s- _ __, respectively. This expression allows latent neat to 0e : :te 00 te 00

released in the mushy region according to the empirical law given in equation (I).
At the solid walls, the velocity components were set to zero and the wall pressure was

determined from the normal momentum equation. Wail temperatures were either specified or
oLmined from the specified wall heat fluxes and the points on the first grid layer off the walls.
Magnetic field was either specified as uniform on a particular wall, or its n_al derivative to the

wall was set to zero. The governing system of eight partial differential equations (8-I I) was
transformed into a non-orthogonal curvilinear coordinate system compatible with a typical three-
dirn. ensional boundary-conforming structured computational grid. In such a way, the resulting
finite difference algorithm for an iterative integration of the system can be applied to relatively
arbitrary three-dimensional configurations. Since the system is singular (its time-dependent term in
the mass conservation equation is zero), it can be integrated simultaneously only after introducing
an artificially time-dependent team [Chorin 1967] in the mass conservation. Consequently, such an
"artificial compressibility" iterative process does not follow physical time, but rather an artificial
time coordinate. As a result, intermediate solutions are not time-accurate pictures of the flow field,
but the final converged steady solution is accurate since the artificial compressibility term variation
with iterations then becomes zero.

We are using an explicit four-step time-integration and central differencing in space. Since
the magnetic field transport equations (I I) are strongly parabolic (for the given velocity field), their
allowable integration time step is much smaller than in the case of the Navier-Stokes equations (7-
10). Consequently, we coded the three magnetic transport equations separately from the three-
dimensional Navier-Stokes equations [Lee and Dulikravich 1991] so that we can use different time

steps for the two systems. Communication between the two systems based on periodically
updating source terms (thermal buoyancy and magnetic effect s) in the Navier-Stokes system.

NUMERICAL RESULTS

Based on this analytical model for a two-fluid MHD solidification, a fully three-dimensional
MHD flow analysis computer program was developed. Numerical results from this code were
compared with known three-dimensional MHD analytical solutions in the case of no heat transfer

[Lee and Dulikravich 1991] and in the case of heat transfer but without solidification [Ozoe and

109kAa_la1991]. In both cases the code proved to be highly accurate [Dulikravich, Ahuja and Lee
_,Jaj. This code was then augmented to incorporate temperature-dependent physical properties of

the melt and the solid phase and the effects of latent heat release with an adequate account of the
mushy region.

We decided to study the three-dimensional MHD effects on solidification by numerically
analyzing an MHD solidification in a parallelepipedal closed container initially filled with molten

silicon. The container was discrerized with 40 x 20 x 20 grid cells that were clustered

symmetrically towards all the wails (Figure 1). Gravity was assumed to act vertically downward in
the positive z-direction. If not indicated otherwise, the solid walls were thermally insulated. The

values of the reference parameters were: lvol = 0.02342 m s -1, 1o = 0.02 m, Igol = 9.81 m s-2.

Physical properties for silicon were compiled from a number of references (Table 1) which lead to
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thefoUowing values of the non-dimensional numbers: Gr = 2.89 x 106, Re = Gr 1/2 = 1702, Ec =

2.589 x 10 "8, Pr ffi 0.01161, Pr ffi 4.255 x 10 -6 and Ht = 837.3 Bo, where Bo is measured in

Teslas. The exponent used in the model for latent heat release (1) was n = 5. Test cases were run
with Ht = 0, 20, 30, 60 corresponding to the magnetic fields having strengths of 0 Tesla, 0.02389

Tesla, 0.03583 Tesla and 0.07 i66 Tesla, respectively.

Solidification From the Top

In this case the container had dimensions 0.04 m x 0.02 m x 0.02 m. Top wall was

uniformly cooled below freezing temperature (0 - - 0.5) and the bottom wall was uniformly heated

(0 = 0.5). A solidification case was first run without the magnetic field (Ht = 0). The computed

contours of equal vertical velocity magnitude evaluated in the z* = 0.3 horizontal plane (Fig. 2a)

indicate strong upward melt motion mainly along the short vertical walls and a centrally located

downward jet. This is more evident in Figures 2b (evaluated at y* - 0.5 vertical mid-plane) and 2c

(evaluated at x* - 0.5 vertical mid-pla_e) where it is clear that almost one-third (4926 solidified

cells out of 16000 computational ceils in the container) solidified starting from the top wall [Kerr et
al. 1990]. Evidently, heat transfer is carried out by both conduction and convection. The computed

isotherms in the vertical y* = 0.5 mid-plane (Fig. 2d) and in the vertical x* = 0.5 mid-plane (Fig.

2e) indicate that the solid/melt interface is somewhat pulled down in the central part of the container
due to the strong centrally located downward melt jet. After reaching the bottom of the container,
the jet spreads out and starts mowing upw_ along the side walls thus forming a deformed
vertical thoroidal melt motion.

A uniform steady magnetic field of Ht = 20 was then assigned in the vertically downward
direction (same as the gravity direction). The computed contours of equal vertical velocity

magnitude evaluated in the z* -- 0.25 horizontal plane (Fig. 3a) now indicate that the peak upward

melt motion is mainly along the long vertical walls, while the centrally located downward jet
became narrower and developed a non-parabolic profile. It is especially important to notice that the
velocity profiles close to the walls and the solid/melt interface became steeper (Fig. 3b and 3c)
which is typical of MHD flows. This in turn caused enhanced heat convection in the mushy region
resulting in less accrued solid (4773 Solidified:Computational ceils). Because of the stronger
downward centrally located jet the computed isotherms in the vertical mid-planes indicate slight
sagging of the solid/melt interface (Fig. 3d and 3e).

Finally, a uniform steady magnetic field of Ht - 60 was assigned in the vertically
downward direction. The computed contours of equal vertical velocity magnitude evaluated in the

8*
z = 0.25 horizontal plane (Fig. 4a) indicate a dramatic change as compared to the two previous
cases. Specifically, the peak upward melt motion is contained in a narrow region along the short
vertical walls, while the centrally located downward jet became wider and developed a strongly
double-parabolic profile (Fig. 4a). The magnitudes of velocity vector components in the entire flow
field were substantially reduced (Fig. 4b and 4c) to about 30% of those in the case with Ht = 20.

Because of the weaker and less concentrated downward centrally located jet the computed isotherms
in the vertical mid-planes indicate that the solid/melt interface is more planar (Fig. 4d and 4e). In
this case there were 4676 solidified computational cells.

Solidification From a Side

The solidification was then tested for the case where one vertical wall (x* = 0) was kept

uniformly hot (0 = 0.5) and the opposite vertical wall (x* = 1) was at a uniformly below freezing

temperature (0 = - 0.5). Three runs were performed; one without the magnetic field flit = 0) and

the other two with a uniform external magnetic field (Ht = 30) applied in the vertical z-direction and
horizontal x-direction, respectively. The container size in this case was 0.01 m x 0.01 m x 0.02 m.
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In thecase of no magnetic field (I-It = 0), the computed contours of equal z-momentum

evaluated in the z* - 0.5 horizontal mid-plane indicate (Fig. 5a) a single large vortex that rises the

melt at the hot wall and descends it at the solid/melt interface (Fig. 5b). The computed isotherms in

the vertical y* -- 0.5 (Fig. 5c) and x* = 0.5 (Fig. 5d) mid-planes show that the solid/melt interface
is highly curved and three-dimensional. In this case there were 3990 solidified computational cells.

When the uniform magnetic field of Ht = 30 was applied downward, the computed contours

of equal z-momentum evaluated in the z* = 0.5 horizontal mid-plane indicate (Fig. 6a) that the

intensity of the single large vortex decreased (Fig. 6b). Also, a recirculation mini-vortex that
existed at the lower corner of the hot vertical wall in the case without a magnetic field (Fig. 5b) was

now eliminated. Computed isotherms in the vertical mid-planes (Fig. 6c and 6d) indicate that the
solid/melt surface in this case became essentially two-dimensional. The number of solidified

computational ceils in this ease increased significantly to 4283.
A uniform magnetic field of Ht = 30 was then applied horizontally in the hot-to-cold x-

direction. The computed contours of equal z-momentum evaluated in the z* = 0.SIabHzontal _d-

plane indicate (Fig. 7a) that the intensity of the single large vortex decreased even further (Fig. 7b).
Computed isotherms in the vertical mid-planes (Fig. 7c and 7d) indicate that the solid/melt interface
became essentially two-dimensional. The number of solidified computational cells in this case
increased significantly to 43 i i.
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Pl [kg m-3]

Ps [kg m "3]

Cl [J kg -1 K-I]

Cs [J kg -1 K-I]

k 1 [Wm -1 K -1]

k s [W m -1 K -I]

T1[K]

Tm [K]

2550

2330

1059

1038

64

22

1685

1683
ii

T s [K] 1681

l.t [kg m -1 s-1] 7.018 x 10 -4

oq [K -1] 1.41 x 10 -4

O_s [K-l] 1.41 x 10 -4
i i

1803000

12.3 x 105

_s [W-1 m-l] 4.3 x 104

[Tm A -1] 4_ x 10 -6

Table 1. Physical propemes used for silicon.
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Figure 1. Computational grid and coordinate system
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Figu_ 2. Solidification from the top: Ht = 0.
a) constant vertical velocity component contours at z* = 0.3 horizontal plane; b) velocity vector field

in vertical y* = 0.5 mid-plane; c) velocity Vector field in vertical x* = 0.5 mid-plane; d) isotherms in

vertical y* = 0.5 mid-plane; e) isotherms in vertical x* = 0.5 mid-plane.
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Figure 3. Solidification from the top: Ht = 20.

a) constant vertical velocity component contours at z* = 0.3 horizontal plane; b) velocity vector field

in vertical y* = 0.5 mid-plane; c) velocity vector field in vertical x* = 0.5 mid-plane; d) isotherms in

vertical y* = 0.5 mid-plane; e) isotherms in vertical x* = 0.5 mid-plane.
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Figure 4. Solidification from the top: Ht = 60.

a) constant vertical velocity component contours at z* = 0.3 horizontal plane; b) velocity vector field

in vertical y* ffi0.5 mid-plane; c) velocity vector field in vertical x* = 0.5 mid-plane; d) isotherms in

vertical y* = O.S mid-plane; e) isotherms in vertical x* = 0.5 mid-plane.
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Figure 5. Solidification from the side: Ht ffi 0.

a) constant vertical velocity component contours at z* = 0.5 horizontal mid-plane; b) velocity vector

field in vertical y* = 0.5 mid-plane; c) isotherms in vertical y* = 0.5 mid-plane; d) isotherms in

vertical x* ffi0.5 mid-plane.
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Figure 6. Solidification from the side: Ht = 30 applied vertically.

a) constant vertical velocity component contours at z* = 0.S horizontal mid-plane; b) velocity vector

field in vertical y* ffi 0.S mid-plane; c) isotherms in vertical y* = 0.S mid-plane; d) isotherms in
vertical x* = 0.5 mid-plane.
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Figure 7. SoLidification from the side: Ht = 30 applied in hot-to-cold dir_don.

a) constant vcrdcal vcloci D, component contours at z* = 0.5 horizontal mid-plane; b) velocity vector

field in vertical y* = 0.5 mid-plane; c) isotherms in vertical y* = 0.5 mid-plane; d) isotherms in

vertical x* = 0.5 mid-plane.

464



Session
Six

Analysis Techniques

p!_C_O_NG PAGE BLANK NOT F_.MF..D



= .



N94-.236
UNSTEADY THREE-DIMENSIONAL THERMAL FIELD

PREDICTION IN TURBINE BLADES USING NONLINEAR BEM

65

Thomas J. Martin* and George S. Dulikravich*
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The Pennsylvania State University, University Park, PA 16802, USA

SUMMARY

A time-and-spaceaccurateand computationaUyefficientfullythree-dimensionalunsteady

temperature field analysis computer code has been developed for truly arbitrary configurations. It
usesBoundary Element Method (BEM) formulationbased on an unsteadyGreen'sfunction

apln'oach,multi-pointGaussianquadraturespatialintegrationon each panel,and a highlyclustered

.time-stepinte!_'ation.The code acceptseithertemperaturesorheatfluxesasboundary conditions
mat can varym timeon a point-by-pointbasis.Comparisons oftheBEM numericalresultsand

known analyticalunsteadyresultsforsimpleshapesdemonstrateveryhighaccuracyand reliability
ofthealgorithm.An example ofcomputed throe-dimensionaltemperatureand heatfluxfieldsina
realisticallyshapedinternallycooledturbinebladeisalsodiscussed.

INTRODUCTION

For linear bo__ _-value and initial-value problems it is computationally more efficient to
use BEM rather than nmte differencing or finite element technique. An additional benefit is that
the BEM. requires a relatively coarse grid and that it can be easily extended to non-linear
conouctton problems via Kimhoffs transformation. Probably the most important fact is that the
BEM is essentially a non-iterative technique thus making the BEM codes more reliable
[Dulikravich and Hayes 1988; Dargush and Banerjee 1991].

THEORY OF 3-D BOUNDARY EI.,EMEN_

The governingequationforheatconductionintheabsenceofheatgeneratorsis

_U

-- = aV'u (1)_t

where ¢zisthe_ermal _vity suchthata = k/pC,k isthethermalconductivity'p is the mass

density,and c isthespecificheat.As theproblemisnow time-dependent,theweightedresidual
statementmust be integratedwithrelationtotimeand space.Afterintegrationby partsw,ice
[Brebbiaand Domingucz 1989],one obtains

o]-V'u* I 0U*)u
a _t) d_d_"+ /fqu* drd¢ = ;;uq* dl"dz + uu*

mr mr _-m

(2)

where to < _ < t and the _u*_t term was obtained integrating by parts with respect m time.
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The corresponding fundamental solution for this equation is

1"* - ,-)]"'"exp
(3)

where D isthenumber of spatialdimensionality,thatis,D ffi3 forthree-dimensionalproblems

and risthedistance,from.thepointof integration,,x',jtotheobservationpoint,xi. The
fundamentalsolutmnsatasfiestheauxiliaryequation

V2u, . 1Ou* - 0
o_Jt

and fort= _,

(4)

j'u,d.Q= {01 f°rr# 0a forr = 0
(5)

Using theserelations,one obtainstheboundary elementequationfortheithcontrolpoint

+ ff.q* dl"d'_ [[qu* drd,_ uu* d.GCtU t (6)
mr mr _r_m

The last term in the above formula represents the contribution of the initial state at t = tO.

Since the fundamental solution is time dependent, one does not need to solve this equation with
an iterative scheme as is usually done in finite elements or finite differences. Instead, this
equation can be solved for any time step after a known initial state although small time intervals
arc recommended. In the latter case, the potential at each node within the domain needs to be
evaluated at the end of each time step in order to determine the initial conditions for the next time
step. Although the primary advantage of boundary elements is lost (for unsteady problem.,, the
discretization of the volume is necessary), the matrix is much smaller than those in finite elements
and the inversion needs only be performed once if time-independent boundary conditions are
enforced.

The region, _ and bounding surface, r', are discretized into NCl _ volume cells utilizing

a total OfNTo T nodes and NSp surface elements using a total N nodes. Nodal quantities are
interpolated linearly across each individual cell or surface panel One also needs toassume a

variationintimeforthefunctionsu and q. Ifthesefunctionsdo notvary significantlywith

respect to time, they may be treated as constant over small time intervals and the time integration

may be perfom_ stepwise. If greater accuracy is required, these functions may be assumed to
vary linearly such that

t -$"
u (xi,xj,t,_:) = r't° u + uo (7)

At At

where the subscript 0 indicate the variable at the previous time leveland t is the current time level.

The time step is defined as At = t - to. Once fully discretized, the boundary element equation
may be expressed as

[H) U =[O]Q+P

for constanttime elements.

(g)

Iflinearlyvaryingtime elements are used,the boundary element
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equation becomes

[H] U + [Ho] U0 = [G] Q + [G0] Qo + P (9)

The term U = (u l,u2,u 3.... ,UN) is the vector of potentials and Q = (q 1'q2'q3"'"qNsp ) is a
vector of fluxes where each term qi contains four potential derivatives corresponding to the comer

vertices of the NSp quadrflat_al surface panels. In addition, each term in the [G] matrix contains

four terms corresponding to each qi term. The terms in the [I-I] matrix are the properly summed

coeffidents corresponding to the potontial at a specific node. The boundary element algorithm

developed for use in three-dimensions with the inverse design code was formulated with

isoparan_tric, quad:ilateral surface panels and eight-point linearly deformed parallelcpiped

volume cells. Integration in space was done numerically with Gaussian quadrature and time

integration was performed numerically using the wa_zoid rule. Since the fundamental solutions

contain a singularity at the end ofeach time step (at the time level ¢ = 0, the time integration points

were clustered strongly near the singularity, _ = t.

A transformation from the global (_TI,_) coordinate system is necessary to a localized (g1'_2)

coordinate system defined over the surface of the body or to a (_,_,_) coordinate system defined

for the volume ceU of integration. The volume integrals are transformed such that

fuu* d_ = fffuu* IJI d_dr/d_ (10)
12

where IJ!is the determinant of the Jacobian matrix of the transformation, that is,

[J1 = det¢ _3(x,y,z! _. (11)

The terms of the G and H matrices for constant time dements may be written as

H,_ = Ilk q * dr i dz" and G_ = _ u * dr"i d¢ (12)
k=l to I"j to l"i

for the jth surface panel The subscript m indicates the node number corresponding to the kth

vertex of the jth surface panel and N C is the number of surface panels connected to the mth node.

The function fk is the kth interpolation function corresponding to the value at the kth corner vertex

of the jth surface paneL Discredzation of the surface is identical to that described in section 2.2.

If linearly varying time elements are used, the terms of the [G] and fir] matrices are similar and
are formed into pairs of coefficient matrices due to the initial state and the current time level at the
boundary.

H_'° = _f!_-_q*d-Vjdrk-i_At
(I3)
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S,.- q"
k*l m r!

(14)

The vector P indicates the contribution of the initial state throughout the domain on the ith

observation point and is of the form

N |

j-i k=l _tI

where Ok is the kth tfilinear interpolation function of the linearly deformed parallelepiped cell and
is of the form

1(1± UX1+ (16)

The term UO]k is the potential on the kth vertex of the jth pamUelepiped volume ceU at time • = t0.
In discretiz' _ form, the fundamental solution contains the term r representing the distance fi'om

the point of integration on the jth volume cell or surface panel tO the ith control point The normal

derivative of the fundamental solution may be determined as

q.. au'_r = r 1,'d ['4a_-'r)']
(17)

_r On t4Xa(t ¢)l°/22a(t ej exp

where d is defined by the normal distance from the ith point under consideration to the surface
panel If the conn'ol point is on the surface of integration, then q* -- 0 and the diagonal of [H]
may be computed implicitly by the application of a uniform potential over the whole domain,
which will give zero normal fluxes at the boundariessuch that

N

Hz - _H_ + Pi (18)
J'!

NUMERICAL RESULTS

The accuracy and reliability of the BEM formulation governing three-dimensional,
unsteady heat transfer problems has been verified versus the analytical solution for a t-mite length
rod. Total surface of a cyLinder of 0.5 m radius and 1.0 m in length was modeled with 216 nodes

and 108 surface pands as shown in Figure 1. The thermal diffusivity, c_, was specified to be 1.0

m 2 s-1. The initial teml_raure of the cylinder was uniformly 0 oc and contained no heat sources

or sinks. Then, suddenly, the boundary conditions on the cylinder were specified as 100 oc on
the front face, 0 0(2 on the back face while the outer radial surface was kept adiabatic. The BEM
algorithm used constant time interpolation, 3-point Gaussian quadrature for the surface and
volume integration and a Linearvariation of the temperature and heat flux along the surface panels
and volume cells. The analytic solution for this test case corresponded to the one-dimensional
unsteady heat flow in a finite thin rod. Temperatures were obtained at various time levels and at
several axial locations and are compared to file analytic results shown in Figure 2. As seen in this

figure, there is a discrepancy between the numerical and analytic solutions averaging about 6 oc.
The geometry of the cylinder was then modeled differently by slightly clustering the surface

panels and volume cells near the hot end. Figure 3 shows the results of the BEM in this case.
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Noticethattheaverageerrorhasreducedtoabout4 oc. The unsteadyBEM algorithmwas then
developed with a linear variation within each time step for the temperatures and heat fluxes. This
testcaseusedthesame slightlyclusteredgeometry withidenticalboundary and initialconditions.
A singleBEM analysisrun usinglineartimeinterpolationconsumed about 15% more CPU time
than the BEM formulation with constant time interpolation. It resulted in a solution which

averageda 3 °C errorcompared totheanalyticsolution.Figure4 shows thecomputed
temperaturesfi'omtheBF_.Musinglineartimeinterpolationagainsttheanalyticsolutionatseveral
axiallocations.Figure5 isaplotof theerrorbetween theBEM and theanalyticsolution.

The accuracyoftheBEM algufi_ couldnotbe improved furtherwhileusingthecylinder
testcase.Instead,adifferentand simplergeomeny was developed and theBEM solutionwiththis
new geometry showed thatmuch oftheerrorintheprevioustestswas due tothecylindrical

geomeu'y.That is,sincetheBEM usesflatquadrilateralsurfacepanels,theexactgeometry ofthe
cylindersurfacecouldnotbe modeled properly.FigureI shows a diseretizedcrosssectionofthe

circularcylinderand clearlydepictstheinabilityofa limitednumber offiatsm'facepanelsto
properlycapturethesurfacecurvatureof thecylinder.Besides,elementssurroundingthecylinder
axisarenearlytriangularinshape.These situationsproducesurfaceand volume integralswhich
behave somewhat singularly. The result is that the integrals are not properly integrated and may
involve ill-conditioned BEM solution matrices

The new geometry, a rectangular box of 0.1 m x 0.1 m base cross section and 1.0 m in

length, was then used instead of the cylinder. The geomeu'_, was divided into 10 axial cells of
equal size. The entire surface of the box was discretized v,-tth 44 nodes (four nodes per each
section) and 44 flat quadrilateral surface panels (four side panels per each section). The boundary

conditions on the box were specified as 100 °(2 on the front face, 0 °C on the back face while the
side surfaces were kept adiabatic. The BEM algorithm used linear time interpolation, 5-point
Gausslan quadrature and a linear variation of the temperature and heat flux along the surface panels
and volume ceils. Temperatures obtained with the unsteady BEM algorithm for the rectangular
box were compared to the analytic solution at several axial locations. Figure 6 illusn-ates that the
BEM solution for the box was much more accurate than those for the cylinder. Figure 7 shows
the absolute value of the error in the temperatures computed using the BEM. These results indicate
that the BEM generates an error of 0.5 oC with the maximum error below 0.9 oC.

The unsteady BEM algorithm was then modified to incorporate temperature-dependent material
properties. Although the BEM solution of the linear heat conduction equation is quite fast
(requiringlessthanI0 CPU secondsfor25 timestepson an IBM 3090 fortherectangularbox),
theadditionoftemperature-dependentmaterialpropertiesgreatlyincreasesthecomputational

effort.Normally theBEM solutionmatricesneed onlytobe computed once ifthetimeintervals
and diffusivity are constant. Since the diffusivity is now a function of temperature, the BEM
somtion man'icesneed to be developed at each time interval using temperatures computed at each
source point in the surface and volume integrands.

The same rectangular box geometry and boundary conditions were used to test the
accuracy of the three-dimensional, unsteady BEM algorithmwithtemperature-dependentmaterial

properties. The reference thermal conductivity was _o -- 1.0 kcal m -1 s-1 K -1 and it varied

linearly with temperature as X = _+ C 1". The temperature variations in time at a single axial

location wee collected for various degrees of nonlinearity given by the parameter C. These results
are shown in Figure 8 and compare well with published computational results involving finite
elements [Tanaka, Kikuta and Togoh 1987]. Total CPU time for 25 time steps with the
temperature-dependent physical properties was approximately 300 seconds on an IBM 3090.

CONCLUSIONS

A fullythree-dimensionalunsteadyheatconductionanalysiscode has beensuccessfully

developed..,and testedagainstknown analyticalsolutions.The code iscomputationallyefficient
and reliableand can be used on arbitraryconfigurations.A modificationinvolvingtemperature-
dependentthermaldiffusivitywas alsoincorporatedand shown toproduce good results.
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Figure 1. Geometry of a cylinder for the verification of the three-dimensional,
unste_y BEM formulation.
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SUMMARY

The advantages inherent ill tile Boundary Element ,Method (BE,M) for potential flows are

exploited to solve viscous flow I)rol_iems. The trick is tile i'td ro(lu¢l ion of a so-called Dual Re-

ciprocal technique in which the convective terms are rel)resrnted by a global function whose

unknown coefficients are determined by colloca/ion. The apl)roach, which is necessarily it-

erative, converts the governing t)artial differential equatious (1)Dl",s) into integral equations

via the distribution of fictitious sources or dipoles of unknown streugth on the boundary.

These integral equations consist of two parts. The first is a boundary integral term, whose

kernel is the unknown strength of the fictitious sources aud the fuudamenta[ solution of a

convection-free flow I)roblem. "l'he second l)art is a dolnain izltegral trt'm whose kernel is the

convective portion of the goveruing PDEs. The domaiu integratiou can be transformed to

the boundary by using the Dual Reciprocal (DR) concept. The resuh.ing formulation is a

pure botmdary integral COml)ulational prbcrss.

INTRODUCTION

The major advantage the BEM apl)roach enjoys over other techniques is the confinement

of the computation to the I)ouu(larv. The res_dl is lhe rr(hlction in the effective dimension

of the problem. The efficiency with which linear I)rol)l('ms in continua can l)e solved using

BEM has received considera bh- tnent ion in the lit rral u tr (luring t he past deca de. ,\l)art from

the reduced dimensionalilv atl(l the nee(i for no special domain discretization, other derived

advantages include:

1. the abilit,v to handle infinitely large domai,ls:

2. a much reduced coefficient matrix:

3. the ease with which siugularities are handled:

4. the restriction of lhr (liscrrlizalion errors to llt_" l)oundarv, so that the solution is as

good as the depcril)l ion of the boundary gromet l:v:

5. the rol)ustness when complex geometries are involved:

6. the ability to find sohlliOllS a l)osteriori at (tcsired points, llt)t al tlodes l)redetermined

by the donmin discret izat ion"

I President

477



7. the great latitude in solving transient problemsby a) using tile appropriate time depen-
dent fundamenta!solution in tile formulation: b) applying the techniqueill a transform
domain (e.g.. Laplaceor Fourier): or c) using a time marchiag procedure.

Efforts at apply, tag boundary integral techniques to nonlinear problems are quite recent. For

over a decade tim main focus was largely on linear problems such as potential flows (see

e.g.. Brebbia et al.. [1984]. Li,qgett ,_ Lilt [198t])i BE3i tbrmulatious for nonlinear (e.g.,

Lafe et al.. [1981]: Lafe ,L" Cahan [1990]) or those in heterogeneous continua (t.g.. Cheng

[1984]: Lafe et al.. [1987-1992] have relied heavily on iterative methods which still require

some domain integration. The D,al Reciprocal lechilique creates a major path for exploiting

the advantages of BEhl to solve nonlinear 1)rol)lems such as convective flows..No domain

integration is involved when the Dual Reciprocal approach in followed.

The original credit for D_tal Reciprocal BE3I coucepl goes to X_rdini L" Brebbia [19S2]

who first suggested an innovative approach for _rallstbrming domain integrals to the bound-

ary. However, until recently, prior investigationn (see :.q.. [3rebbia [1991]; Partridge et al..

[1992]) did not make use of a complete set of global flmct iotas. A series Of local radial func-

tions were utilized. This made convergence di[ficuh or impossible for a clans of nonlinear

problems. This author and Iris co-workers (see ('hen,g _! al.. [199:1]) have recently" derived a

set of complete coordinate time! ions which have been tented on a family of strongly nonlinear

PDEn. Excellent results have been ol)tail,e(l wilh the COml)lete set. This work opens the

door to the application of BE._! to a wide sl)e('! rum o1' complex flow problems.

Ill this paper, we l)r_ent the full formulation of the Dual 1Reciprocal Boundary Element

Method (DRBEM). for itwolnpresnible convect ave flows.

GOVERNING EQUATIONS

Let the flow region in rel)resetlle_ll)v ft. an,[ the boHmlar.v is F. "[}w iwrtinent flow equations
are:

• ('ontintdty Equatiol_

V.v=0 (1)

• (bnservation of 3lomollf,m

i)v I _ .+ (v. V'lv = -Ivp + r + g
Ot p p

(2)

where v is the velocity, p is })ressure. g is the _ravilati<mal accelerator vector, r is the

viscous stress tensor. 11"p i.', viscosity, thetl for a Newtotliau fluid, r is expressible in
the form:

r =/IV'v

Dimensionless Equations

Let L = characteristic length scale, iz = mean velocity, attd q is the elevation of tim point

(x). We can define the followittg dimensionless variable.,;:

x. = x/q (3)
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",'. = (4)

,. = (P+,,t/(, (5)
t. = t_lL (6)

With these, the above conservat ion statements can be made dimensionless:

V.v. = 0 (T)

av. I--V2v (8)
Ot---_+ (v.. V)v. = -Vp. + /?, .

where

1t, = p'FL/l, = Reyv,olds Nt, mber (9)

The governing equations can I)e rearranged and written in the pseudo-Poisson form:

V2@tx..t.I = F(x..t.) (10)

where

and

@_ _ v. l'elocity (11)

t l _- l)ro._;.,qlre

{ IL [Ov./i)t. + (v. • V)v. + V'p.] l'elocit.v Equation
F = (12)

-K v. [(v. _')v] ,Dt.es._ure Equation

The pressure equation is obtained lw introducing I11e cent ilnlity equation into the divergence

of the monaentum equation. Noiethat in the velocity etluatiott. ¢ and F are vectors with

two (for "2-D alld axi-syllulwt rh" l>rol)lelvlS) or lhree (['or ::_-D I)rol)lelus) C()lnl)onents. Xl,:e will

now drop the • prefix in t l,, dinwnsionh,ss varial_h's, for convenience.

For most flow l)rol)levns the i_oundary-covldit ictus will generally consist of three types:

- • Dirichlet Boundary (I',)

• Neumann Boundary (l'q,)
O(D

Q = #,--7= (2,,

where 0¢//)_ = g"@ • n. and n is the unit vector normal to the l)oundary.

• Mixed (F._t)

((@. V@.x. t) =0

where ¢,"is some specified function. A free-surface will I)e an example of the third. In most

iterative schelnes it is usual to recast the 3lixcd bot|tularv condition in the form of either

the Dirichlet or the ,\'eumauu i.Vl,es.
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BOUNDARY INTEGRAL EQUATIONS

We will use equat ion ( 1O) as t he representat ire P DE in d(,veloping t he integral equations.

If fictitious sources of strenglh w are distribule, I around F. equal ion (10) call be converted

into tile integral expression (se_- .Jasu'on ,(c .b'.vnmt[l:177]):

O(x) = .Itw(x')g(x.x') dx' + ./_F(x")g(x. x")dx" (13)

where g is the free-space Gl'eell'S fullctioll which IllIIS| saris(v:

V2g(x.x ') = _(x. x') (14)

where 6 is the Dirac delta funclion applied at a point x' and felt at x. The closed form

solution to equation (1-1) is ((;reeld)erg [197 l]):

g(x.x') = / ln,'/2r

( 1/(tr,')

(15)

in which r = Ix- x'l. Tile last term in equalion _13) r_'l)r('senls a domain integral. To

convert this into an integration on the boundary we, introduce t lw D,al Reciprocal concept

(Cheng et al.. [19.q3]).

DUAL RECIPROCAL TECHNIQUE

Consider 1_T points on I" and in f_.

(j "- 1,2,... ,r) such that:
\X_ introdlwe a fa,uily of coordinate functions 3/./(x)

_ T

F(x) _. _ t,._t, lx)
j = 1

where ._j are coefficienlslo l,_" d,'t('rmine'd 1)3 rollocalion.

.!l_(x). there exists an associat,,,I function qJj(x)su,h ilia/:

(16)

\X.'e assmu(' for each function.

VZg_(x) = A/,tx) (17)

It can be shown (('heng ,t,: O,azar [1993]) Iha! fl,ra lwo- di,w.sional prol)lem for which

.llj = r"_" tile funclion _P, is giv,,n I)v:

r"-._1

Zk.='l'(-I)*-' ,,r,,!.,.,,,+,,.,,,-_,-+2
(., +2t')!( ,,-- 2_'+2 )!

qJ_ =

x'["'_-_] )_.-J ,,,!,,', '"+'-_',l:'+_'
z_-t.=_ (- 1 {,,,-.2x.+e)rl,,+et.)! I1_ < II

(1S)

where the square 1)i'ackcls ill lh(, upper limil oF the SUlnmatiotl denote the integer part of

the argument. Solutions for other possible families of coordinate functions are presented in
Table 1.
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Table 1

£

_'_/2

_'72

_'72

_'72

_'72

_'72

V_ _ ,\2

_72 -- ,\2

_'2 _ _2

Dim.

2D

Axi

:3D

2D

Axi

3D

2D

.\xi

3D

2D

Axi

3D

ij %

cos(..v) cos(,))y)

K0(,,r) cos(t 'z )

cos( ,_x) cos( ,,.,j ) cos( k z )

f ()tx+,),u)

cos(n.r) co._(,,,_;)

h'o(,r) cos(_'=)

(,J+m 2 )

-M

-M d

( t)2 +)))2+_,-2)

(,,2+m2)

(,J+k 2)

"_Ij
()j+m_+/, -._)

- ._It
(n-' +mZ- \ 2 )

- .li t
(n'+k2-h_)

(M+m"+k_- \l)

.'_f I
(_)_+mz_ \2)

._I_
(,z+k2-M)

31 l
(,)2+m2+k2-.\ 2 )

in which h'o is the zerot h order modified Bessel funct ion of the first kind. When equations

(16) and (17) are used in (10). and w'e distribute the fictitious sources on F we can obtain

the 'pure' boundary integral equation:

n F

• (x) = ._ u'(x')g(x.x') dx' + _ _/k0j(x) (19)
j=l

An expression for the gratlienl of _. which is required in equation (12) ('all be obtained from

equation (19) as:

V4,(x) = u.(x')Vg(x.x') dx' + Y_ 3jV_j(x) (20)
./=1
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The normal derivative 0¢/0, = V$ • n is given I)v:

0¢ Og x ,, r O_ j . ,
gT,,(x) = fr ,.(x')_(.x') dx' + _,_j_(x_ (21)

j=l

Assuming _3i (j = 1.2... nr) are known, the only unknown ill equations (19) and/or (21)

is the source strength distribution u' on F. The trick is to start with a trial distribution of

F(x) and to obtain the coemcients 3j (j = 1.2.-.,r) l)v collocation using equation (16).

When applied to all nr selected points the result of the collocation is the matrix equation:

nT

E-_t, J3J = F, ;= 1.2....,,r (22)
j=!

where M 0 = M./(xi) and F, = F(x,). The matrix system {22) is also expressible in the form:

M3 = F (23)

which can be inverted to give:

,3 = M-'F (24)

Once '3 has been determined, equations (19) and/or (21) are then combined with the

prescribed boundary conditions and solved for tt" on F. A l)etter estimate of F is then

obtained by using equations (19) and (20) in (12). The so[utio,t process continues until a

specified convergence criterion is satisfied.

DIS CRETIZATIO N

We subdivide the boundary into m, elements. Lot .Vk(x) (k = 1.'2.... oh) represent the

boundary shape functions describing the distributiotl of ,c on 1". By selecting each of the nb

boundary points as successive origins of iniegrat ion. equat ions (1.9) and (21) can be assembled
into the system:

tt _

Z aikWk = lid i = [. 2.'''. II_, (25)
k=l

where

/ .h, .\'_.(x')g(x'.x, ) dx' x_ • F,(Ilk
.[r,_ .\'x.(x')i')glOt,(X'.Xi)dx' x, • I'Q (26)t

_",,r ]7ql; i Xi • V¢
bi = ¢(X,) - a...a=l .

OdplOn(xi)_ "g",,r :lii)q);,tOn xi • ['O (27)1-.1= 1 .

Therefore. we have m, eqliations to determine wa. (k = 1. "2.... ,_). Synibolically equation
(25) can be written ill the a lterna! ire form:

aw = b (28)

which can be inverted to give:

w = a-I b (29)

The whole process I)oils down to the iterative solution of equations (24) and (29), with

repeated updating of F using (12). ,\t each time level #, the iterative steps are:

1. Start with a trial F (i.f.. Fi values lbr t6= 1.2...-OT).
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'2. Obtain 3 from equation (24).

3. Obtain w using equation (29).

4. Use discretized forms of equations (19) and (20) to conapute ¢. V'_ at all nr points.

This provides a l)etter estimate for F.

5. Go back to Step "2 if convergence condition is still unsatisfied.

Note that the matrix iuver._ions in equations (21) and (29) need only be performed once,

for fixed boundary problems. The vectors w and "/are the quantities whose values change

during the iterative process. Once convergence is reached, equations (19) and (20) can be

ased routinely to obtain _ = (v..p.) or the gradient at any point (x) of interest.

Treatment of Time Derivatives

We now need to address the treatment of tile local acceleration term Ov/Ot as occurs when

equation (11) is written for the velocity. \Vo discuss two efficient approaches for handling

this term. The first is based on the use of a time- dependent fundamelltal solution. The

second utilizes a simple time-marching procedure.

Time-dependent Fundamental Solution

Equation (11), written for the velocity" (i.e.. _ = v). can be re-arranged into the alternative

form

E_(x./) = F(x./) (30)

where

O(.)
£ = x"_(.) - I¢, 0--7

/:" = R, [(v. V')v + v),]

The boundary integral equal ion in t his case is

_tl t /. aT_(x.t) = u'(x'.t')y(x.t.x'.t') dx' ,It' + _ l;O;(x.t) (31)
.t---- l

where the functions g and _.i iImst respectively satisfy tile following PI)Es

E.q(x. t. x'. t') = _,(x. t. x'. t') (32)

Eg'(x.i) = .ll,(x./) (33)

The closed-form solution for (32) is (see Greeubcl_ [1971])

{9(x.t.x'.t') =

-f-el { n.,._}(t-t,) exp .l(t-t')

,,/-ffTr4(t--t') eXl) f n. ,.2(t-t')3t2 4(t-t') }

in two-dimensions

in t hree-dimensions

(34)
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where H is tlle Heaviside function.

The extra computational effort required here is tile time inlegration. J'o('). at each time

level. However. this approach has the major advantage l llat 11o difference approximation is

introduced in the evaluation of the time derivative, and the exact time-dependent funda-

mental solution is utilized in the integral equation.

Time-marching Procedure

In this approach we assunle tile time derivative can l)e approximated by the difference equa-
tion

t_)h¢ V -- V o

Ot _Xt

where v0 is the velocity at a previous time level. The velocity equation (30) is still valid but

the differentM operator £ and for(_jng function F now beconw

£ = V_(.)- _-_(.)

F = R,. -_-_+(vo.V)vo+V/,

The boundary integral equation in this case is

._ o T(t,(x. 1) = ,'(x'.t')g(x.x") dx'+ _ 3_%(x.t)
.i=i

(35)

where the flmctions g and _., must respectively satisfy

£9(x.x') = _(x.x') (36)

£_(x./) = .l/_(x.t) (37)

It is easily shown that

g(x.x') = {

in two-,limensions

in t hre('-dilnensions

(3S)

The time-marching al)proach has the obvious advantage of not rertuiring an explicit time

integration, as in the first melho(i. Furtherm,,r(,. for fixed I)ou,ldarv I)roblems. the free-
space function g need not I)e calculated at each time level. The iterative scheme can now be

replaced bv the time-marching process. However. the presence of _t and Re in the argument
of the Green's fimction creates the need for exl reme caution in the mtmerical evaluation of

g. As the time step is reduct'd Io improve accuracy, or as the flow moves away from the

laminar regime, the numerical value of 9 reduces very rapidly.
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CONCLUSIONS

New concepts in boundary element modeling provide excellent approaches for solving con-

vective transport problems. A formal determination of tile advantages inherent in the new

DRBEM formulation can easily be accomplished. In general, we expect optimum nr (=total

number of collocation points selected to evahtate coefficients .3) to be of the same order as

the number, nb, of boundary elements. Therefore. the largest matrix size in BE.M will be of

order nb x nb = n_. By comparison, the domain techniques, beca,,se of the need to discretize

the entire region, will produce a global matrix size of order ,,_ x ,,,_ = ,,_. The advantage

in terms of storage requirements is obvious..Moreover, the nmch reduced size of the global

matri.x has a more pronounced advantage in total ('PU time.

For example, in a 2-D flow problem discretized with 100 lmundary elements, the matrix

size using the domain methods (if no special consideration is given to matrix bandedness)

will be l04 larger than that of BE.M:. Even with the sparseness of the global matrix taken into

account in the domain methods, a boundary element apl)roach still enjoys a size advantage

proportional to the l_andwi(hh of the matrix. The comimtational advantagb in 3-D is more

significant because of the much increased nullll)er o1" ,hashes in the domain techniques.

These computational advantages are key to eft'eel ire modeling of convective flows. The

compactness of BEM mat rices allows for a greater freedom to experiment, even on computers

of average memory: DR BEhI provides an excelh.nt plat form for optimizing system geometry.

°

.

.
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A THEOREM REGARDING ROOTS OF THE ZERO-ORDER

BESSEL FUNCTION OF THE FIRST KIND
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ABSTRACT

This paper investigates a problem on the steady-state, conduction-convection

heat transfer process in cylindrical porous heat exchangers. The governing partial

differential equations for the system are obtained using the energy conservation law.

Solution of these equations and the concept of enthalpy lead to a new approach to

prove a theorem that the sum of inverse squares of all the positive roots of the zero

order Bessel function of the first kind equals to one-forth. As a corollary, it is shown

that the sum of one over pth power (p >_ 2) of the roots converges to some constant.

NOMENCLATURE

PR&CiiDii'_iG PAGE BLA_,iK f_OT FILMED

W specific mass flow rate, Kg/m2.s

Cp specific heat of fluid at constant pressure , J/Kg.°C

h convective heat transfer coefficient , W/m2.°C

R radius of cylindrical board, m

r radial coordinate, m

z axial coordinate , m

T, solid temperature , °C

T_o solid temperature at circumference , °C

T/ fluid temperature , °C

T/0 inlet fluid temperature , °C

A WCpR/A, , dimensionless parameter

B 19hR/WCp , dimensionless parameter

t (T, - T/o)/(Tso - T/o), dimensionless temperature of solid media
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T

X

Y

(T!- Tlo)/(T,o- 7'Io ) , dimensionless temperature of fluid

z/R, dimensionless axial coordinate

r/R, dimensionless radial coordinate

Greek Letters

specific area of heat transfer, m2/m 3

7 _z/Ar , ratio of the axial and radial thermal conductivity

A, axial thermal conductivity of solid, W/m.°C

_r radial thermal conductivity of solid , W/m.°C

INTRODUCTION

Porous heat exchangers play a significant role in many engineering appli-

cations, such as cryogenics, thermal storage systems, and chemical reactors. Such

systems lead to a set of Partial Differential Equations (PDEs) with a strong coupling

between equations for the solid and the fluid phases. Analytical schemes to solve

a general class of problems in this area include the method of separation of vari-

ables (refs. 1 and 2), Riemann method (ref. 3), orthogonal collocation techniques

(ref. 4) and collocation-perturbation scheme for packed beds (ref. 5). Siegwarth

and Radebough (ref. 6) present a numerical technique to solve the above problems

with variable physical properties. Lin, Guo, and Wang (ref. 7) present a com-

bined orthogonal collocation-perturbation method to solve the temperature field in

a cylindrical porous heat exchanger.

In this paper, the physical problem presented in (Ref. 7) is reconsidered.

Using the approach of separation of variables, the PDEs associated with the prob-

lem are reduced to two Boundary Value Problems (BVPs) of Ordinary Differential

Equations (ODEs). Solution of the resulting BVPs leads to a new method to prove

a theorem regarding roots of the zero-order Bessel function of the first kind. As

a corollary, it is shown that the sum of one over pth power (p _> 2) of the roots

converges to some constant.

The theory of Bessel functions and related functions is well established and

the main results are summarized in textbooks and mathematical manuals (refs. 8
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to 10). The properties of Besselfunctions concerning operations of differentiation

and integration with respect to their order have also beenstudied by Apelblat and

Kravitsky (ref. 11). However,little is known about the convergenceand summation

of series for roots of Besselfunctions due to no explicit expressionsfor the roots

except for +1/2 order Besselfunctions. Although in 1874l_yleigh derived a gen-

eral form of the theorem discussedhere by applying an Euler's formula (ref. 8),

his approach is suitable for evenpower seriesonly. Furthermore, he did not study

the convergenceof such seriesfor a general case. Therefore, researchis neededto

further understand the properties of Besselfunctions. The new method to prove the

theorem stated aboveis basedon the mathematical model of a cylindrical porous

heat exchanger. A brief description of this model is presentednext.

MATHEMATICAL MODELING

The model considered here is a semi-infinite cylindrical porous heat ex-

changeras shown in (fig. 1). Let r and z be the radial and the axial coordinates,

and R be the radius of the cylinder. A fluid flows through the porous media in axial

direction from left to right. The inlet temperature of the fluid is T/0 which can be

higher or lower than the board circumference temperature Too. Let W, Cp, and h

be the specific mass flow rate, the specific heat of fluid at constant pressure, and

the convective heat transfer coefficient respectively.

Porous materials used in such applic_ations exhibit anisotropic behavior. It

is assumed that the thermal conductivity of the solid is symmetric about the axis

of the cylinder. Let fl be the specific area of heat transfer , kz and k_ be the axial

and the radial thermal conductivities of the solid, and 7 be the ratio of kz and k_.

In the derivation to follow, we assume that: 1) the physical properties and

convective heat transfer coefficient between porous substance and fluid are con-

stants, 2) the dimensions of the porosity and solid particles are very small com-

pared to the overall dimension of the heat exchanger, and therefore, the porous

material can be treated as continuous media, 3) the fluid thermal conductivities

are negligible compared to the solid thermal conductivities, and 4) the inner wall

temperature is kept constant, and there are no thermal resistances between wall
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and porous media or fluid. Finally, for simplicity, it is considered that T,0 > T/0.

However, the formulation presented here equally holds for T,0 < 2"/0.

The differential equations of the system may be obtained by applying the

energy conservation law to a micro unit volume (ref. 7). Nondimensional forms of

these equations and the boundary conditions are given as follows:

Solid Phase :

Fluid Phase :

Boundary Conditions :

02t 10t O2t = A OT
(I)

0T

c3-_ = B(t- T) (2)

t=l, y=l (3a)
T = 0, z = 0 (3b)

t = 1, z ---. +oo (3c)

where t(= (T,- Tio)l(T,o-T:o)) and T(= (T i -T:o)/(T_o-T:o)) are dimensionless

temperatures of the solid and the fluid, z(= z/R) and U(= r/R) are dimension-

less radial and axial coordinates, and A(= WOpR/k,) and B(=  hR/WCp) are

dimensionless parameters. Here T, and T! are the solid and the fluid temperature

distributions. It should be noted that an additional boundary condition is required

to completely define the problem. However, it is not needed here and therefore it

is not considered.

Equations (1) to (3) can be used to find the temperature distributions of the

solid and the fluid phases. It will be shown that these equations can also be used

to prove the following theorem:

Theorem: Let a,, denote the nth positive root of the zero-order Besset function

of the first kind, then

Corollary: For p >_ 2, series

depends on p.

+_o I I

-'T = 2-"T (4)
n=l

+oo
_.=, _ converges to a constant C(p) which
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Proof." In order to pro/'e the above theorem, we begin by eliminating T from Eqs.

(1) and (2). This leads to

0 (02t 10t Oh. _ Oh 10t Oh.b7 + _N + _b_ _=AB - B(b7 + _ + _b-_)

Let

t=I-XY

where X and Y are functions of x and y respectively. Using Eqs.

(5)

(6)

(3) and (5)

and the method of separation of variables, we obtain the following two equivalent

boundary value problems of ordinary differential equation:

and

y" + !y'_ AY = 0 (7a)

Y

Y = 0, _ = 1 (7b)

IYl< oo, y = 0 (7c)

vx'" + vBx"+ (_ - AB)X'+ _BX = 0 (8_)X=0, x_+oo (8b)

where a prime(') on X (Y) represents the derivative with respect to z (y), and

A is a separation constant. Equation (7c) suggests that Y is bounded at its center.

Equation (7) can be brought to standard Bessel equation form by a simple linear

transformation. This is a general Sturm - LiouviUe eigenvalue problem (ref. 14).

It has nontrivial solutions only when ,_,, = -a_(a,, 7_ 0). Using the properties of

Bessel functions, the solution of Eq. (7) for any o_,_ may be written as

Y_ = c.Jo(a.y) (9)

where Jo(x) is the zero order Beaael function of the first kind, a,_ is the nth positive

root of Jo(X), and c,_ is an undetermined constant.

Let the trim solution of Eq. (8) be given as

X = a'e ex (10)
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Substitution of Eq. (10) into Eq. (8) leadsto the following characteristic equation,

7fl s + 7B_ 2 - (a:,, + AB)_ - a_B = 0 (11)

Equation (11) is cubic in ft. The discriminant A of this equation is given as

A = -- 1--_-..{4c_(B27 - _)2 + 18AB2_7 + ABS(AB + 2c_)+
473

4AB(A2B 2 + 3a_ + 3_AB)} (12)

Equation (12) suggests that A < 0. Thus, using the theory of cubic equations, it

follows that all roots of Eq. (ll) are real (ref. 12). Let these roots be given as _i,

_,,2, and fl, a. From Eq. (11), it follows that

#., + _.2 + #_3 = -B < 0 (13)

and

_., " fl42 " fl.3 = a:.B/7 > 0 (14)

Equation (13) suggests that atleast one of the roots is negative and Eq. (14) indi-

cates that negative roots appear in pair. Thus, it is concluded that Eq. (11) has

two negative roots and one positive root for each a,,. From physical consideration

(or Eq. (Sb)), the positive root is disregarded. The general solution for X may now

be written as
2

x. E' _"'" (15)= anie

i=1

Substituting Eqs. (9) and (15) into Eq. (6), we get

oo 2

t = 1- E Jo(_) •E a.,e_"'"
n=l i:1

where a,, = c,_a',_i. From Eqs. (1), (2) and (16), we obtain

i J0(_) •_ a_M°'_. (_ - _#_,+ AB)
T= 1 - A---_ •

_:1 i:1

Differentiation of Eq. (17) with respect to x yields,

OT I _ 2

Ox AB " _ Jo(a,,y) . _ aniZni " (oe2_ -- "Yfl_i -]- AB) e#"=:
n:l i:1

(16)

(17)

(18)
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Using Eq. (17), the inlet condition (Eq. (3b)), and the property of orthogonality

of J0(c_,_y) in the interval [0,1], we derive

2 2AB
a_,(_ - 7_, + AB) = (19)

i=i am"_I(_.)

where Jl(z) is a Bessel function of the first kind of order one.

ENTHALPY RELATIONS

Some enthaIpy relationshelp prove the above theorem. Let H(x) and H(z 4-

dr) be quantities of enthalpy c_ried by the fluid across the axial planes at x and

z + dx respectively (Figure 1). Expression for H(z) is given as

H(z) = WCp. f0R{rdr./o2'_d8 • [TI0 + T(T,o - Ti0)]} (20)

A closed form expression for H(x) can be obtained by substituting Eq. (17) into

Eq. (20), and integrating the resulting equation. Expanding H(z +(ix) in a Taylor's

series, and neglecting the second and the higher order terms, we obtain

dH(z) = H(z + dr)- H(z) = OH(x)
Ox • dx (21)

where dH(z) is the enthalpy variation of the fluid passing through the control

volume between z and z + dz (Figure 1). The total change in enthalpy of the fluid

is obtained by integrating Eq. (21) over the length of the heat exchanger. Thus,

fo+_ fo+_ OH(z)nil0+_ = d/_(_) = _ .d_ (22)

Using Eqs. (18), (20), and (22), we obtain

AH+_ = 2_rR2WCp(T,o - Tfo). _{ Jl(a,,) (23)
AB a.rL----I

AH +°° can also be evaluated directly by subtracting the enthalpy of the fluid at

the inlet (= H(0)) from that at the outlet (= H(oo)). Expressions for g(0) and

g(oo) are given as

H(o) = wc,,_R _•T:o

_(oo) = WC,=R'. T,o

2

i=1

and
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Hence,

AE+oo= WC,,_m . (T,o- T<o) (24)

Comparing Eqs. (23) and (24), we obtain

EX" _q:
n=l

2

i=l

(25)

Finally, substituting Eq. (19) into Eq. (25) and simplifying, we obtain

+¢¢ 1 1

This proves the theorem. Since function Jo(y) is symmetrical, it follows that

1 1 (26),,=_ 04

In order to prove the corollary, observe that all positive roots of Jo(z) are greater

than 1 (ref. 8). This implies that for p >_ 2

1 1

Equations (4) and (27) suggest that the series

}-_1C.(p)=
i=1 (_i

(27)

increases monotonically and it is bounded. Thus, by monotone convergence theo-

rem (ref. 13), it follows that the series C,(p) (n _ oo) is convergent.

CONCLUSION

A mathematical model for a steady-state conduction-convection heat transfer

processes in a cylindrical porous heat exchanger has been investigated. It has been

shown that the equations resulting in this model may be used to prove a theorem

and a corollary regarding roots of the zero-order Bessel function of the first kind.

Research reported in this paper provides an alternate approach to prove a

theorem in this area. The advantages of this physical approach are that it enriches

physical understanding of a theorem, and that we may avoid difficulties emerging

from rigid mathematical arguments.
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SUMMARY

The study of a thin, incompressible Newtonian fluid layer trapped between two
almost parallel, sliding surfaces has been actively pursued in the last decades. This

subject includes lubrication applications such as slider bearings or the sealing of non-
pressurized fluids with rubber rbtary shaft seals. In the present work we analyze
numerically the flow of lubricant fluid through a micro-gap of sealing devices. The first
stage of this study is carried out assuming that a 'small-gap' parameter 6 attains an
extreme value in the Navier-Stokes equations. The precise meaning of small-gap is
achieved by the particular limit 6 = 0 which, within the bounds of the hypotheses,

predicts transport of lubricant through the sealed area by centrifugal instabilities.
Numerical results obtained with the penalty function approximation in the finite
element method are presented. In particular, the influence of inflow and outflow
boundary conditions, and their impact in the simulated flow are discussed.

_TRODUCTION

Most seals are relatively simple elements widely employed in diverse types of
rotary machines. This sealing component is often used to seal rotating shafts at low oil
pressures, avoiding the transport of contaminant to, or lubricant from, the equipment it
protects. The seal, bonded to the oil reservoir, is stationary and presents a narrow
section that slides over the moving surface of the rotary shaft. Fig.1 shows a cross
section of the geometry under consideration.

The device is designed to have an interference with the shaft. Therefore, once the
piece is mounted, the compliance of the elastic body ensures a perfect fit between the
seal and the cylindrical surface of the shaft. Under these conditions, some of the initial

asperities of the seal wear out after a brief period of time, leaving an extremely thin
layer of lubricant fluid that separates the surfaces in contact. This was first noticed by
Jagger (ref.1) and, ever since, numerous explanations attempted to account for two
consequences of this experimental fact: the hydrodynamic force able to sustain a gap
between the two bodies and the mechanisms that prevent the fluid from leaking
through. Jagger proposed that the surface tension of the sealed fluid controls leakage
thanks to a meniscus formed on the air side. Kawahara and Hirabayashi (teL2) observed
that a properly installed and functional seal leaked when the installation is reversed.

With the assumption of relative parallel sliding between two rough surfaces,
lubrication theory has been the chosen tool by many researchers to answer these
fundamental problems (see e.g. 'ref.3). The load-carrying capacity of parallel sliding of

rough surfaces was first studied by Davies (ref.4). Later on, Jagger and Walker (ref.5)
assumed that the asperities act as micro-bearings pads in the contact area. However,
Lebeck (refs.6 and 7) concluded that none of the existing models can fully explain the
sliding motion as commonly observed in experiments. GabeUi and Poll (ref.8) studied
the dominant action of the surface microgeometry in the formation of the lubricant
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film. They found that the contribution of mechanical pressure to the load-carrying
capacity due to body contact is very small and indeed negligible. Salant (ref.9) claimed
that micro-undulations in the lip surface restrict leakage by virtue of a 'reverse-
pumping' process in which fluid is driven from the low to the high pressure side.
However, no one has really observed such micro-undulations, either in static or dynamic

conditions (ref. 10).
Combinations of angular velocity and system eccentricity beyond the ability of

the sealing device to maintain contact with the shMt would cause the seal to leak

profusely. It has been suggested that an inherent pumping mechanism (ref.ll), sufficient
to counterbalance those influences promoting leakage, would be given by a relative
motion between the sealing surfaces. Besides all these explanations, at present there is a
wide gap between theory and practice, and a feasible explanation of the mechanism
involved in the sealing action is still pending, even though elastomeric seals have been
used extensively since the 1940's.

In the next section, we establish the small-gap equations using a rather simple
order-of-magnitude analysis. This is followed by numerical examples showing the
validity of the proposed model and the influence of the boundary conditions in the

numerical predictions ....

fig. 1 - Cross section of a typical sealing device

)

Z_ 7,_ U

ANALYTICAL MODEL

We assume an oil-film already formed ignoring any mechanical contact between
the sealing device and the shaft, as well as any distortion of the upper elastic seal. We

consider a thin viscous liquid layer bounded above by a smooth surface and below by a
perfectly rounded shaft, without including edge effects such as the memscus

experimentally observed on the air-side (tel.l). Despite the fact that the film within the
gap is very thin, we assume it to be thick enough to conform to the continuum
hypothesis. There is no local rupture of the film such as cavitation or dry spots in the
contact area, and the layer consists of an incompressible Newtonian fluid with constant
properties under isothermal conditions.

We begin with the Navier-Stokes equations written in cylindrical coordinates
(ref.12), setting the direction of the line r = 0 coincident with the shaft axis

i O(rur) I cgua au,
rT + = 0

__ Op (Au _ 2 Ouo+ - = - +

(1)

U r

-7) (2)

5O0



(3)

_-: + g.grad(u,) = _1 ap_z + v Au, (4)

where

a = (u,., uo, u,)

In absence of a free surface the gravitational body force is expressed as the
gradient of a scalar quantity and, therefore, it has been included in the pressure
gradient term.

The analysis of the lubricant flow in the micro-gap involves, roughly speaking,
three disparate length scales, namely, the radius R of the shaft ( -,, 0.04m), the much

smaller thickness ho of the fluid ( ,,_ 10/_m) and an intermediate length b characterizing
the axial extent of the contact region ( ,-, 200/_m) (see fig. 1). Next, the Navier-Stokes
equations, once recasted with the aforementioned scales, are simplified by letting the
ratio between the gap height and the radius of the shaft formally approach zero.

Inner region: lubrication regime

Given the tiny thickness of the lubricant film, radial oscillations proportional to

the gap height will alter considerably the flow inside the micro-gap. To analyze this
effect, consider a shaft rotating at angular velocity f_ and separated an average distance

h o from the stationary seal (fig.l). Introducing now

z r-R /9) , r --,fit (5)

(u,v,w) -. ( "" _'r '_o (P- P") (6). p"
k

into the equations of motion (1)-(4), and letting 6 =_- formally approach zero while
holding everything else fixed, we get

It

V.a=O (7)

( c9. + a.v) a - R, w_ _"= -Vp" + v=a (8)

( o, + a.v) w = v=w (9)

where

and

f_Rh o
R, =_ : Reynolds number (10)

f_h2o
a = -'V- : squeezing Reynolds number (11)

Several other scaling are possible (ref.13), but this particular choice seems to be
consistent with Gabeni and Poll observations (ref.8). They stated that the average
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pressure gradient in the circun_erential direction is indeed negligible when compared

with the pressure gradient across the sealing contact. The squeezing Reynolds number a
is commonly so small that inertia terms can be neglected and the classical lubrication
theory can be applied. Moreover, for small Re, as it turns out to be in most

applications, the flow is stable to small perturbations (ref.14). In the absence of
mechanical vibrations, no secondary flow is possible at this level, the circumferential
flow being stable and mostly of Couette type.

Outer region: centrifugal effects

The loss of contact between seal and shaft, combined with changes in the

eOmetrv, will introduce different features in the flow behavior as we go farther away
om the gap. For a slowiy-vazying channel of height d(z) on the outside (fig.l), we

rescale the flow field by writing

( r-R e) (12)

uo (p-po)d2
' pu2

(13)

where d is some mean value of d(z). It can be shown that the equations of motion, in
the linfit ,5 = d/R .-) O, become

where

V._=0

(O,.+a.V) tT- T,w 2_= -Vp'+V2_

( 0,. + a._') w = V2w

(14)

(15)

(16)

T,, fl2 RdS= ---7- : Taylor number (17)

Note that the above system of equations are the so-called 'small-gap' equations, widely

used in the context of the stability of a0dsymmetric Taylor-Couette flows (ref.15).
Again, while the curvature effects are almost completely neglected, they are retained
through the centrifugal term by imposing the Taylor number be held fixed as 6 -. 0. It

follows that a rigid seal separated from a rotary shaft by a thin lubricating film is
subject to centrifugal instabilities in a neighborhood of the contact area, driving
eventually a secondary flow across the gap. Had we used these scales in the inner region

T. _2_ ds f_2Rh3° flRho 2 _ 2-. --;r-: (--7-) =R, 6-,o as6 (is)
outer region I inner region

and the Taylor number indicates where curvature effects must be retained, regardless of
the scales chosen.

In principle, the flow of lubricant fluid is governed by a set of equations similar
to those of a stratified flow, where the centripetal acceleration plays the role of the
buoyancy force, although for rotating flows whose inner surface moves the basic state
could be unstable to small disturbances.

The domain under consideration is typically unbounded, and clearly some
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difficulties arise with the introduction of artificial boundaries. It is known that

isothermal flows with open boundaries can be successfully modeled employing the so-
called natural boundary conditions, but other techniques are needed to solve the more

complicated problem of buoyancy-driven flows, where the use of the natural boundary
conditions is precluded by the additional pressure gradient generated by the buoyancy
term (refs. 16 to 18).

In the next section we address the appropriate use of the penalty formulation in
the finite element method for unbounded flows in presence of variable body forces.

Finally, we will see how different open boundary conditions can lead to contradictory
predictions in the flow behavior.

PENALTY FUNCTION FORMULATION FOR THE N-S EQUATIONS

In what follows, we denote the coordinate directions as (x,y) or (xl,x2) , the
transverse velocity components as (u,v) or (ul, u2) , the azimuthal component of the

velocity as w, and the pressure as p; 6ij is the Kronecker delta. For convenience in the
treatment of the boundary conditions, we rewrite the equations of motion as

aui

=0 (19)

O_ij

(20)
Ou i OU i

+ uj _-- T° w 2 6i2 +

02w
(21)

The Taylor number T,. is defined in equation (17), and the stress in the fluid is given
now by

°'iJ = _ p61j + ( Ou i Ouj

A weak form is obtained by taking the i__mer product of the transverse

momentum equations (20) with a weighting function _ - (w1, w2) , and multiplying the
azimuthal momentum equation (21) by a scalar function W. The penalty method is
implemented by introducing the pseudo-constitutive relation (ref.19)

Ouj

p= p,-A _-_j (23)

where p, is the hydrostatic pressure for a fluid at rest and A is the penalty parameter.

Upon applicationof Green's theorem and substitutingp by the above expression, we get

Oui A f Ou# OWi Oui Ous OWi

oa _ nj ds (25)

where the surface forces S! and the volume forces V/axe defined by

Ou i Ou 1
S,= I[-pW,,,,+ Wi(N + _),,_ ] ds (26)

8fl
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Vt= IT,, w 2 6i2 W_ dft _ (27)
fi

and E = (n_,n2) is the unit vector normal to the boundary 0fl and pointing outwards.

On a vertical boundary with normal E = (1, 0), the integrand of S/reduces to
-4

w = (w1,0): (2s)

for normal traction, and

W=(0,W2): Ou Ov

for shear traction, in a weak rather than a pointwise sense.

(29)

Boundary conditions

The boundary conditions are the usual no-slipand no mass penetration at solid

walls on the physical boundaries. This is,u = v = 0 and w = i at the lower boundary

y - 0, which represents the outer surface of the rotating shaft,and u - v = w - 0 at the

upper boundary, which isstationary.

At the open boundaries, on both sides of the contact region, the following two

open boundary conditions (OBC) are employed for the flow field.

(i) Stress-lreeor natural boundary" condition (NBC). We set the normal and shear.

stressesin equation (26) equal to zero.

(ii) Free-boundary condition (FBC). We evaluate the line integrals(26) of the weak

form of the momentum equations using values computed on the outflow elements.

Then, we force the line integralsinto the right-hand-side of the discretized equations

until convergence isachieved (refs.17 and 18).

The natural boundary condition aw/an=O is used in the weak form of the transport
equation (25) instead.

FINITE ELEMENT METHOD

We discretizethe domain into M elements and N nodes, and we expand the

velocity components using bilinear quadrilateral elements and piecewise constant

elements for pressure. All terms of the weak form of the governing equations are

evaluated with full Gaussian quadrature, except the penalty term, where selective

reduced integration is used (ref.20).The weighting functions are set equal to the basis

functions, except in the convective terms, where perturbed Petrov-Galerkin functions

with balancing tensor diffusivityare employed (refs.21and 22). The time integration is
based on the theta method with lumped mass matrices in the time derivatives.The

numerical evaluation of the weighted residualsof the momentum equations leads to a

nonlinear system of equations that is solved by Newton iterationusing a direct solver

based on Gauss elimination for unsymmetric banded matrices (ref.23).A convergence

tolerance lessthan i% of the relativechange [IAu _I[/[Iu_'I[in the velocity fieldisimposed

to terminate each fullv-th Newton iteration.The pressure p_ over each element f_ is
calculated using the weak form of the relation(23)
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where the cross bar denotes selective reduced integration.
To march in time we use the velocity field u n and pressure p" at time t, to

evaluate the terms of S t and V! of the buoyancy force vector b_. Having determined b",

equation for w "+1. The scheme is repeated until steady state is achieved. Time

integration is terminated when the relative change between time steps is

where

I1°°+1-°°1u,+l < e1 and w,+l < e2 (31)

for some prescribed error tolerances e1 and e2. All the following results are obtained with
the fully implicit algorithm starting from zero initial conditions.

NUMERICAL EXAMPLES

Preliminary computations showed the necessity of using mesh grading as the

contact region is approached from both sides. Transition elements are also employed to
avoid extremely small elements in the contact area.

The geometry and the finite element mesh employed for the present calculations
aze shown in fig. 2. Details of the discretization can be appreciated in fig.3. The mesh
contains 2035 nodes and 1864 elements, and the penalty parameter _ is equal to l0 s in

all cases. The relevant lengths are b = 200#m, which is used as reference length,
h o = 10/_m, and R = 0.035m.

The pressure is adjusted at every time step in such a way that is always zero at
the first element (located at x = -11, y -0); and the line integrals (26) are evaluated,
if the OBC requires so, with values computed on the outflow elements.

Results of the transverse velocity field, the azimuthal component of the velocity,
and the pressure obtained with the FBC at the open boundaries are all shown in fig.4,

and continues up to fig.7. The simulation corresponds to a Taylor number T_ = 15. The
steep pressure gradient developed across the gap is shown in fig.5, and the resultant flux
of lubricant flowing from the air-side to the oil-side is observed in fig.6. Streamline

contours are plotted in fig.7. Similar results obtained with the NBC at the outlets can
be seen from fig.8 to fig.ll. The striking differences in the numerical predictions of both

OBC are better illustrated in fig.7 and fig.ll. The former clearly shows that an
improper treatment of the open boundary conditions causes bacldlow into the
computational domain. The intensity of the returning flow due to the NBC at the air-
side outflow boundary induces a cell structure in an otherwise almost plane Couette
flow (see w in fig.4).

CONCLUSIONS

The geometry and, in particular, the tiny size of the gap imposes a severe
constraint in the numerical simulation. Furthermore, we have seen that an improper
specification of the outflow boundary condition can cause artificial returning flow which,

for the present problem, spoils the solution in the whole computational domain. Both
boundary conditions show that centrifugal instabilities play an important role in the
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sealing mechanisms of the type of devices here studied, even when their predictions are
contradictory. While the NBC suggests leakage, the FBC indicates that sealing is

achieved by pumping oil from the air-side, where the azimuthal flow is stable, to the oil-
side, where centrifugal instabilities set in.

It is known that the use of the NBC in presence of variable body forces leads to
erroneous results (refs.16 and 18). On the contrary, the application of the FBC is
equivalent to a radiating boundary able to filter unwelcome reflections towards the

interior of the computational domain (ref.24).
Besides its simplicity, the capability of the small-gap limit in incorporating the

physics of the flow of lubricant fluid through the micro-gap of sealing devices has been
established. Other effects, such as capillary forces on the oil-air interface and
temperature variations should be included in future works.
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SUMMARY

A complex problem involving convective flow of a binary

mixture containing a condensable vapor and noncondensable gas in

a partially enclosed chamber was modelled and results compared to

transient experimental values. The finite element model

successfully predicted transport processes in dead-ended tubes

with inside diameters of 0.4 to 1.0 cm. When buoyancy driven

convective flow was dominant, temperature and mixture

compositions agreed with experimental data. Data from 0.4 cm

tubes indicate diffusion to be the primary air removal method in

small diameter tubes and the diffusivity value in the model to be

too large.

NOMENCLATURE

Cv _ mixture specific heat at constant pressure, J/kg-°C
C l = mass fraction of air

g = gravitational vector, m/s 2

h = convective heat transfer coefficient, W/m2-°C

k = thermal conductivity, W/m-°C

P = mixture total pressure, Pa

P_ _ saturated water vapor pressure, Pa

q = heat transfer rate, W
t - time, s

T _ mixture temperature, oC

T_ = ambient temperature, oC

T_ _ saturated steam temperature, °C

u = velocity vector, m/s

= mixture dynamic viscosity, Pa-s

ux _ x-component of velocity, m/sec

p = mixture density, kg/m 3

00 _ mixture density at reference temperature and

concentration, kg/m 3

p" = mixture density used in momentum equation, kg/m 3

p., i saturated water vapor density, kg/m 3

= binary mass diffusivity, m2/s

_c _ mixture coefficient of concentration expansion

_T _ mixture coefficient of thermal expansion
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SubscEipts
f - fluid

t = tube

INTRODUCTION

Availability of commercial computational fluid dynamic (CFD)

packages have made finite element modeling available for use as a

tool in studying complex real-world fluid engineering problems.

Previously most CFD work involved selection of a problem based on

availability of software or study of simple geometries and very

idealized problem formulations. This study describes application

of a commercial CFD package to a complex problem, compromises
made during model development and how the model was used in

conjunction with experimental data to gain an understanding and

start in quantizing the important physical parameters.
Steam-in-place (SIP) sterilization has arisen in the

biotechnology and pharmaceutical industries as result of the

increased need to sterilize large devices which can not be placed

in an autoclave. SIP offers the additional advantage of

sterilizing complete systems (i.e., filters, holding tanks and

interconnecting piping) without the need for aseptic assembly of

individually sterilized components. This provides greater

sterility assurance, improved productivity and reduced cost over
convectional sterilization in an autoclave.

SIP sterilization requires that an adequate amount of

moisture at the proper temperature be delivered for a required

time to all sterilization sites. The factor most often resulting

in sterilization failure is air entrapment which results in

inadequate temperature and moisture. Failures are most likely to

occur in dead-ended geometries, deadlegs, such as safety valves,

gauges/transducers and closed inlet/outlet lines. Displacement

of air can result from molecular diffusion and/or buoyancy driven

convective flow resulting from temperature and solutal gradients.

Published studies have focused on general SIP principles

(refs. 1 and 2) or recommendations for specific pieces of

equipment (ref. 3). Recently experimental data have been

reported describing effect of deadleg tube orientation (ref. 4)

and diameter (ref. 5) on sterilization, but no quantitative

guidelines exist for design engineers and scientists. Currently,
biological testing is conducted to determine if sterilization has

occurred. This is time-consuming and expensive. A mathematical

model is needed for the transient air/steam mixing process

occurring during SIP sterilization. The model would predict
temperatures and steam concentrations at locations within various

deadleg geometries and could be used to determine general

transport processesand critical parameters.

EXPERIMENTAL METHODS

Temperature and biological measurements were taken in tubes
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orientated vertically up or 5 degrees above horizontal. Inside

diameters (IDs) of the tubes were 0.4, 1.0 and 1.7 cm with tube

lengths ranging from 7.8 to 18.0 cm. Thermocouples or biological

indicators were attached to a nylon string which ran along the
tube centerline. The test fixture was pressurized with saturated

steam having an average temperature of 122.4°C and pressure of

217 kPa. Details of experimental methods are given elsewhere

(ref. 5).

Linear regression analysis was performed on the segment of

the semi-logarithmic plots of surviving population versus time

showing decreasing population. Slope of the regression line was

used to determine time required to reduce the population by one

log. This was termed cycle log reduction (CLR) time. Time at

which the regression line intersected the initial population was

termed time to start of kill (TSK). These two parameters

characterized experimental kill at a location within a tube.

NUMERICAL SIMULATION

Simulation of deadleg SIP sterilization required:

i. Compressibility of air be taken into account

2. Development of expressions for physical properties

of air/steam mixtures over wide ranges of

composition (C I equal 0 to i) and temperature (27 to

123°C).

3. Modeling of condensation from a mixture containing a

noncondensable gas and condensable vapor.

Major effects associated with compressibility occur during

initial pressurization with steam since the pressure is constant
thereafter. This allows inclusion of these effects into the

initial conditions for the problem (fig. Ib). It was assumed

that all air was removed from the cross by steam flow and that

the air in the tube was isentropically compressed to 217 kPa with

no mixing of air and steam. This results in the top 56% of the

tube initially containing all air at 100°C. The mixture was then

considered to be incompressible with density Po and the

Boussinesq approximation applied to the momentum equation to

account for temperature and concentration induced density
variations.

Actual mixture density at 217 kPa is given by :

p

217

0.287 TC I +
P,: (l-q)

P saC

(_)

Density used to calculate buoyant forces in the momentum

equation was determined by assuming density to be a linear

function of temperature and mass fraction with coefficient of
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volume expansion due to concentration to be a function of

temperature. Least squares analysis resulted in:

P"" Po (0.00407 T + (0 .01638-0 .00178 TgC_) (2)

Variations in other mixture properties were determined using

published values for steam and air at 25 to 125°C and assuming

properties to be proportional to mass fraction of each component.

Published diffusivity values could not be found for air/steam

mixtures at 217 kPa and over the appropriate temperature and mass

fraction ranges. A semiemperical equation for diffusivity of low

density gases which depends on total pressure, temperature and

molecu!ar properties of constituent gases was used. Diffusivity

was evaluated at 217 kPa and 123°C and assumed constant (0.15
cm

Heat transfer resulting from condensation of a condensable

vapor from a binary mixture containing a noncondensable gas is

complex and depends on mixture composition , as well as, fluid
flow near condensation sites. Convective heat transfer

coefficients Can Vary from 24 to 2500 W/m2-°c as Coiposition

varies from C I equals 0 to I. Heat transfer reductions of over

50% can result when only 2 to 5% mass of air is present during

free convection (ref. 6 and 7). Substantially higher heat
transfer occurs if forced flow is present and condensation is

minimal (ref. 8 and 9).

The condensation model was kept simple since this

represented a first attempt at modeling SIP sterilization and

substantial computational time was required. The tube was divided

into six segments and temperature of a tube wall segment was set

equal to the saturated steam temperature corresponding to steam
concentration in that segment when the mass fraction of air was

less than 0.i (fig. la). This simulates the high convective heat

transfer associated with condensation and availability of an
infinite steam supply. When C, was greater than 0.i, the mixture

was treated as a simple mixture of two noncondensable 9ases and a
constant convective heat transfer coefficient of 7 W/m_-°C

corresponding to free convection was specified on external
surfaces of the tube segment. Heat transfer between the tube

wall and mixture within the tube was specified as:

8T aT
(3)

The commercially available CFD package FIDAP Version 6
(Fluid Dynamics International, Inc.) was used on a Silicon

Graphics 4D35 workstation with 48 mg of memory. The governing
equations were:
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Continuity equation

V • u = 0 (4)

Concentration equation

aC l
-Y6 + u • VC, --_V_C, (5)

Momentum equation

Po + u • Vu - -VP + _V_u

÷ cc,]

Energy equation

(6)

Po _ + U . V T = kl V2T
(7)

Quadrilateral finite elements were used with non-uniform

meshes containing 1923 to 3464 nodes. A preliminary study was
performed to evaluate the effect of two versus three dimensional

modeling and to ensure grid-independence. The three-dimensional

model required two weeks of CPU time to simulate 2.56 seconds of

actual fluid flow, whereas the two-dimensional required 12 hours.

Comparison of tube center!ine temperatures showed a maximum

average difference of 9.4%. Doubling the number of elements in
the two dimensional model resulted in a 2.0% difference in

average temperatures. Since five different tube simulations

covering up to 40 minutes of real time were needed, two-
dimensional models were used.

RESULTS AND DISCUSSION

Typical model velocity vector plots show steam rising at the

tube centerline and the cooler air being displaced downward along

the tube walls (fig. 2a). This results in a pair of

counterrotating vortices. A second pair of vortices develop

below the initial interface and the shear layers between the
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vortices become unstable (fig. 2b). The vortices pair and roll

up resulting in a more homogeneous mixture in the tube (fig. 2c).

The buoyant forces eventually diminish until only weak structures

remain (fig. 2d).

Magnitude of convective flow is indicated by mean fluid

speed (Table I). 0.4 cm ID tubes were predicted to have minimal

flow. This was experimentally investigated by comparing

centerline temperature profiles and biological results from

vertically orientated tubes and those positioned 5 degrees above
horizontal. Average temperatures were within 3.7% and neither

tube showed significant biological kill above the interface after

2 hours, thereby confirming diffusion to be the primary mode of
air removal.

The model predicted significant increases in convective flow

with increasing tube diameter (Table I). Since mixture density

depends on temperature and mixture composition (eq. (I)) and not

diameter, buoyant forces are independent of diameter. Viscous or

retarding forces increase with decreasing tube diameter and tend

to damp out convective flow. In the case Of 0.4 cm ID tubes,

viscous forces quickly damp out flow and diffusion dominates.

Temperature and biological data confirmed diameter to be a
critical parameter for sterilization. Sterilization was achieved

throughout an 18 cm long tube with 1.7 cm ID within 75 minutes

whereas 185 minutes were required for a 7.8 cm long tube with 1.0

cm ID (fig. 3). Sterilization could be achieved in only the
lower half of 0.4 cm ID tubes with lengths of 7.8 cm.

Model predicted and experimental temperature profiles were

quantitatively compared for three different lengths of 1.7 cm ID
tubes, as well as, 7.8 cm long tubes with diameters from 0.4 to

1.7 cm (fig. 4). % differences were less than 12% for all

lengths of 1.7 cm ID tubes with average differences increasing
with increasing tube length. % differences increased with

decreasing tube diameter. Model temperatures were higher than
experimental values for 0.4 and 1.0 cm tubes with % differences

as high as 28%.

The model must quantitatively predict transient mixture
composition, in addition to temperature, if it is to be used to

predict sterilization times. Mixture composition can not be
measured experimentally but can be inferred from CLR times and

TSK. Young (ref. 5) has shown a correlation between CLR and

saturated steam temperatures for vertical deadlegs. Therefore,
experimental CLR times can be used to calculate mixture mass

fraction. Model predictions of time required to reach this mass

fraction can then be compared to experimental TSK. Due to %

differences in temperatures for 0.4 and 1.0 cm tubes, comparisons
of predicted and experimental TSK were carried out for 1.7 cm ID

tubes only. % differences increased with increasing tube length.

For the shortest tube, 7.8 cm, experimental TSK for the uppermost
location was 2.6 minutes while the model predicted 2.2 minutes.

Experimental values for 13.0 and 18.0 cm tubes were 10.2 and 17.5
minutes. Corresponding predicted values were 5.4 and 7.9

Z
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minutes.

Model and experimental data show diffusion to be the primary

transport process in 0.4 cm ID tubes, but the value of

diffusivity used in the model was too large. A smaller value

would result in a greater time required for steam to diffuse to

top of the tubes when convective flow is not present. In the
case of 7.8 cm long tubes with 1.7 cm IDs, a smaller diffusivity

will have minimal effect on temperatures and TSK since air is
removed from the tubes within 2-3 minutes by buoyant driven

convective flow. In the longer 1.7 cm tubes, convective flow

dies out prior to complete removal of air. Therefore, diffusion

becomes important in these 1.7 cm tubes. A smaller diffusivity

would increase model predicted TSK and thereby increase agreement

between model and experimental data. A similar argument can be
made for 1.0 cm tubes.

An empirical value for diffusivity can be obtained by

comparison of model and experimental results for 0.4 cm tubes.
This value could be used in the model as a next level of

refinement.

The present condensation model does not allow for

accumulation of non-condensable gas at the site of condensation.

This does not appear to be a problem when convective flow is

present, but may present a problem in 0.4 cm tubes and larger
diameter tubes when convection is minimal.

CONCLUSIONS

Although many simplifying assumptions had to be made, use of

a commercial CFD package has been extremely useful in

understanding transport processes and critical parameters in SIP

sterilization. It correctly predicted diffusion to be the

primary air removal mechanism in 0.4 cm ID tubes and diameter to

have a significant effect on magnitude of buoyant driven

convective flow. When convective flow is the only significant

transport mechanism the model and experimental data were in good

agreement. Interactive use of numerical model and experimental

data has proven effective towards development of quantitative SIP

guidelines.
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Mean Speed

Time (cm/sec)

(Minutes)

0.02

0.05

0.50

1.0

0.4 C_

ID Tube

1.0 cm

ID Tube I 1.7 cmID Tube

0.029 1.43 3.55

0.007 0.97 3.42

0.005 1.14 2.37

0.005 0.89 2.05

3.0 0.005 0.74 0.II

5.0 0.030.020.005

Table I- Transient mean fluid

speed for 7.8 cm long tubes.
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SUMMARY

A comparative study was conducted for computational fluid dynamic solutions to flow

over a backward-facing step. This flow is a benchmark problem, with a simple geometry, but

involves complicated flow physics such as free shear layers, reattaching flow, recirculation, and

high turbulence intensities. Three Reynolds-averaged Navier-Stokes flow solvers with k-e

turbulence models were used, each using a different solution algorithm: finite difference, finite
element, and hybrid finite element - finite difference. Comparisons were made with existing

experimental data. Results showed that velocity profiles and reattachment lengths were predicted

reasonably well by all three methods, while the skin friction coefficients were more difficult to

predict accurately. It was noted that in genera.q, selecting an appropriate solver for each problem to

be considered is important.

INTRODUCTION

In the application of computational fluid dynamic (CFD) methods, some considerations

are the relative accuracy, efficiency, and applicability of different flow solvers. Selecting an

appropriate solver for a given problem based on those criteria is an important factor in the

successful use of CFD. Conversely, selecting an inappropriate solver can result in an inaccurate
solution, a waste of computer resources, excessive user effort, a solution with insufficient detail, a

solution with overwhelming detail, or a failure to obtain any solution at all.
Validation is a first step in applying CFD to any problem. This is accomplished by

running the solver on appropriate benchmark cases and comparing the solutions with experimental
results, or better yet, by identifying such validation cases that have already been performed. The

benchmark cases, which can vary in complexity and size, should encompass the main fluid

dynamic features contained in the problem to be investigated.

For air breathing propulsion systems, separated-reattaching flows are of interest, especially
as they apply to areas such as diffusers and nozzle boattails, because the presence and

characteristics of separated-reattaching flow on these components can drastically alter their

performance. In these flows, the separation is driven by boundary layer development and pressure

gradients in the flow over a complex geometry, so predicting the separation point is a difficult
tasL

A classic benchmark case used for validating CFD codes for turbulent separated-

reattaching flows is the t'low over a backward-facing step (BFS). The geometry of the

configuration is simple, but the flow is still complex and challenging to simulate, involving flow

physics such as free shear layers, reattaching flow, and recirculation. Proper modeling of

turbulence is needed for accurate simulation of the flow, and many studies applying different
turbulence models to BFS flows have been conducted, such as in references 1-3. In BFS flow,
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theseparationpoint is ftxed atthecornerof thestep;theseparationis not drivenby boundarylayer
developmentand adversepressuregradients. Thus the problem is simplified considerably,
facilitatingstudyof the reattachment itself.

In order to assess the application of different CFD solvers to separated-reattaching flows, a

comparative study was conducted for solutions to flow over BFS. Three Reynolds-averaged

Navier-Stokes flow solvers incorporating two-equation k-¢ turbulence models were used, each

one using a different solution algorithm: a finite difference method (FDM) solver originally

oriented to aeropropulsion flows, a computer aided engineering (CAE) oriented finite element

method (FEM) code, and a CAE oriented hybrid t-mite element - finite difference method (HM)

solver. FDM used a low Reynolds number k-e turbulence (LR k-e) model, whereas FEM and

HM used versions of high Reynolds number k-_ turbulence (HR k-e) models. Solutions were

compared with each other, and with existing experimental data. This is not a comparison between
numerical algorithms of finite differences and finite elements, due to a number of factors, and

particularly because of differences in the turbulence models used.

EXPERIMENTAL STUDY

The experimental study of flow over BFS conducted by Driver and Seegmiller (4) was

selected for use in the present work, because of the extensive quantitative measurements made, the

relatively high flow speeds, and the low streamwise pressure gradient of the flow. The freestream

velocity was 145 ft/s (Mach number ---0.128) in standard atmosphere, and the step height was 0.5

inches, giving a step height Reynolds number of 33420. The Reynolds number of the boundary

layer momentum thickness 4 step heights upstream of the step was 5000, producing a fully

turbulent boundary layer. The ratio of step height to tunnel exit height was 1:9 for the parallel wall

case, so the streamwise pressure gradient due to the step was relatively small. Mean and turbulent

flow velocity components were obtained using two component laser doppler velocimetry (LDV),

wall static pressures downstream of the step were measured by static taps, and wall friction
coefficients were obtained from oil-flow laser interferometry. Turbulence intensities, correlations,

and dissipation were computed from LDV data.

COMPUTATIONAL METHODS

Three Reynolds-averaged Navier-Stokes flow solvers with k-e turbulence models were

used to solve BFS flow, each using a different solution algorithm: FDM with LR k-e, FEM with

HR k-e, and HM with HR k-e. HR k-e assumes law-of-the-wall profiles in the boundary layer,

whereas LR k-E requires a large number (20+) of grid points near the wall to numerically resolve

the boundary layer. Therefore, although LR k-e is much more computationally intensive than HR

k-e, LR k-e is usually expected to be more accurate for separated flows, because it does not

assume the law-of-the-wall profiles that are based on attached fiat plate boundary layers. The

computational domain, schematically depicted in figure 1, begins four step heights upstream of the
step where an incoming boundary layer velocity profile is specified, and ends far downstream of

the step. HM and FEM use the same grid; FDM uses a much finer grid in order to accommodate
the LR k-e model. _

Finite Difference Method (FDM)

The finite difference solver used in this study is PARC, an internal flow Navier-Stokes

code used extensively by government and industry to analyze propulsion flows (5,6). Two-
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dimensional/axisymmetric (2D), and three-dimensional (3D) versions are available. PARC was
derived from the ARC Navier-Stokes code (7) which has been used for external flow calculations.

The governing equations of motion are the time dependent Reynolds averaged Navier-
Stokes equations using a perfect gas relationship and Fourier's heat conduction law. These
equations are discretized in conservation law form with respect to general curvilinear coordinates
and solved with the Beam and Warming approximate factorization algorithm (8). Although the
time dependent formulation of the equations is used, the code is intended for steady state flow
simulations. The LR k-e model of Chien (9), including modifications for compressibility by

Nichols (10), was used in these calculations using the 2D version of the code.
A 11,341 point grid was used, with 111 points in the horizontal direction and 131 points in

the vertical direction downstream of the step. In the boundary layers, the grid was packed to the
walls such that downstream of the reattachment point, on the average, the first grid point off the
wall was approximately at y+ ~ 1.0.

Fini_ Element Method (FEM)

The finite element solver used is FIDAP Version 5.04 by Fluid Dynamics International
(11). It is intended to handle a wide variety of applications, including: internal and external
aerodynamics, heat transfer, crystal growth, extrusion, injection molding, chemical mixing,

chemical vapor deposition, etc. The code includes its own pre and post-processors to form a
complete, integrated analysis package. Files can also be imported from, or exported to, other t'mite
element pre/post-processors such as PATRAN, ANSYS, and SUPERTAB.

FEM uses the incompressible, Reynolds-averaged Navier-Stokes equations in either
dimensional or non-dimensional form. Non-inertial frames of reference are supported, as are free
surfaces. The Galerkin method of weighted residuals is used for finite-element formulation of the
problem. A streamline upwinding capability is included to handle the numerical instabilities posed

by Galerkin's method. Also, the standard pressure discretization can be replaced by a penalty
function approximation. Several methods are available for solving the discrete system of
equations including successive substitution, Newton-Raphson, and modified Newton-Raphson
methods.

The HR k-e model of Launder and Spalding (12), generally considered the 'standard' HR
k-e model, is used. However the treatment at the wall differs from that used in the HM (to be

discussed later). In order to solve the full set of elliptic equations down through the viscous
sublayer to the wall, a one-element thick layer of special wall elements are used adjacent to the
physical boundary. These wall elements specify shape functions based on the law-of-the-wall
profiles to characterize the variations in the mean flow variables. Then, van Driest's mixing length
approach is used to model the variations of turbulent quantities. Alternatively, a user-def'med
algebraic turbulence model (based on mixing-length theory) could be created and used in place of
HR k-¢; however, this option was not exercised in the present study.

The computational grid was generated using the mesh generator integrated with the FEM
system. With the exception of the additional wall elements, the grid is identical to the one used
with HM, consisting of 2751 nodes and 2796 elements, with 70 elements in the horizontal

direction, and 40 elements in the vertical direction downstream of the step.

Hybrid Method filM)

FLOTRAN version 2.0, by Compuflo, Inc. (13) uses a hybrid finite-element/ finite-
difference method. The solution algorithm is based on finite element methods. However, certain
modifications make the computational efficiency and storage requirements more competitive with
finite difference / finite volume codes, while still retaining the geometric flexibility of t'mite

525



element codes. This program consists of the flow solver only; grid generation and post

processing are handled by finite element pre/post processors, such as PATRAN, ANSYS and I-
DEAS.

The governing equations are the steady, Reynolds averaged Navier-Stokes equations, used

in the incompressible form for the present problem, Galerkin's metho_ofweighted residuals is

used to discretize the diffusion and source terms. A monotone streamline upwind method is used
to discretize the advecdon terms, in order to avoid oscillations in the advection terms, called

dispersion errors, caused by the Galerkin's method. The intent of streamwise upwinding is to

minimize the 'crosswind' numerical diffusion that may occur when the fluid flows diagonally

across the cell. Pressure is derived from a velocity-pressure relation.
As in FEM, the Launder and Spalding HR k-e turbulence model is used (11). Analytical

law of the wall and log law of the wall velocity profiles are used, but the exact treatment near the
wall differs from that used in FEM.

The grid used by HM in the present study was generated using PATRAN. In order to

check the grid sensitivity, two grids were created: a coarse grid with 2640 elements, and a fine grid

with about 6000 elements. However, both produced nearly identical solutions, therefore results
shown herein are with the coarse grid, which is nearly identical to the grid used by FEM.

RESULTS

Reattachment Length

A sensitive parameter often used to quantify the accuracy of solutions to BFS flow is the

reattachment length, defined as the distance downstream of the step where the flow separating at

the step comer reattaches with the bottom wall. Reattachment occurs where the velocity gradient

off the wall is zero, or in other words, where the wall shear stress is zero. However, there appears

to be an inconsistency in the experimental results (4). Driver and Seegmiller report a reattachment
length of x/H -- 6.25, as measured by laser interferometry. On the other hand, velocity profiles

measured by LDV indicate a reattachment point just downstream of x/H = 5, and the profile at

x/H=6 appears clearly attached. Driver & SeegmiUerspeculate the discrepancy may be due to a

long, thin separated region along the wall with very small length scales; but no such flow was

indicated even in FD.M results using LR k-e (which is expected to better resolve near-wall flows

than HR k-E). Based on the reattachment length determined from oil-flow interferometry, FDM

gives a good prediction, whereas FEM and HM underpredict by about 12% and 17%, respectively

(table 1). However, if one were to consider the reattachment length inferred by the LDV velocity

profiles, FEM and HM give the better predictions.

Wall Shear Stresses

Present results concur with studies in the literature (1-3) that wall shear stresses

downstream of the step are difficult to predict accurately, yet in general, accurate prediction of skin

friction is important for calculating the drag of practical configurations. Figure 2 depicts the

present results. FDM created significant under and over shoots of skin friction coefficients,

behind and ahead of the reattachment point, respectively. FEM produced a reasonable looking

curve, but it was slightly shifted to the left due to a short reattachment length. HM underpredicted

the skin friction, and the curve was also shifted to the left due to a short reattachment length.

Neither FEM nor HM appeared to reproduce the secondary recirculation zone near the base of the

step, indicated experimentally by positive Cf values in that region.
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MeanVelocityProfiles

Axial velocityprofiles werepredictedreasonablyweftby all threemethods,atthe stations
rdH = 3, 6 and 12 downstreamof the step (fig. 3). At x/H = 3, all three solutions look
qualitativelysimilar, with the 'comer' in the velocity profile at the correct y height. At x/H = 6 and

x/H = 12, the velocity profile comers are still at the correct heights, but aft three methods slightly

underpredict the velocity near the wall, with FDM having the greatest discrepancy, and HM the
least.

DISCUSSION

Turbulence is a major phenomena in BFS flow, and as expected, turbulence models have

been observed to significantly impact the CFD solutions. Because the turbulence models used in

FDM, FEM and HM are not exactly the same, differences in the solutions are likely due at least in

part to different turbulence models. Using LR k-e, Avva, et al. (1) observed strong sensitivity of

the skin friction results to grid refinement in the inner layer, by varying the number of grid points

in the inner layer between 5 and 30. In the present study, for FDM with LR k-E, approximately

18 grid points were in the inner layer, so the skin friction results may change with changes in the

boundary layer grid. Conventional wisdom holds that HR k-e is not accurate for separated flow,

because it assumes an attached velocity profile at the wall. Failure of solvers equipped with HR k-

e (FEM and HM) to reproduce the secondary recirculation zone at the base of the step seems to

support this assertion. However, when the overall situation is considered, the present study

concurs with Awa, et al. (1) and Steffen (3) that high Re k-e may actually be preferable to LR k-e
for some cases such as BFS flow, because HR k-e uses less computer resources, is less grid-

resolution sensitive, and produces results of similar quality overall, when compared to LR k-e.

Computational efficiency is a consideration, since these codes may be applied to large,

complex problems; to this end, simple benchmark cases should not consume large quantifies of

computer resources. To obtain the present solutions, FDM used 50,000 Cray Y-MP CPU
seconds, FEM consumed 615 Y-MP CPU seconds, and HM used 2000 seconds on a VAX9000.

FEM and HM appear to be substantially more CPU efficient than FDM, but some other factors

need to be considered. This particular FDM code is known to be very slow to converge for low
speed flows (freestr_ Mach number < 0.2). Convergence is much faster for higher Mach

numbers that are more typical of aerospace applications. Furthermore, as discussed above, LR k-

e, used in FDM, is inherently more computer intensive than HR k-t, used in FEM and HM.

Therefore, if the problem under consideration has higher freestream velocities as is more typical of

aerospace applications, or if a HR k-e model is successfully integrated with FDM, the relative

computational efficiency of FDM should improve substantially.

The present study is only one test case, with a single fixed flow regime and a certain set of
flow features; to draw generalized conclusions regarding the merit or performance of the three

codes based on this one case only would be misleading. The original objective of this work--

which was not fully realized due to time and code capability constraints--was to investigate a

number of geometrically simple benchmark cases encompassing most of the flow regimes and
flow physics encountered in air breathing propulsion inlet and nozzle flows, using a number of

different flow solvers. Compressible and supersonic flows are aspects of those flows, therefore a

simple low angle 'bent wall' was selected as a benchmark Case to evaluate solver performance at

high subsonic and supersonic Math numbers. However, the FEM version available at the time

did not handle compressible or supersonic flow, and attempts to run this case on HM were

unsuccessful. Therefore, it becomes clear that an appropriate flow solver must be chosen for each
problem to be investigated, and that there is no one code that is ideal for solving all types of flow.
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Table I. Reattachment lengths

Method reattachment length (x/H)

Driver-Seegmiller Data 6.25
FDM 6.26
FEM 5.47
HM 5.22
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SUMMARY

A theoretical overview of the response-coefficient method for

heat-conduction transients with time-dependent input forcing

functions is presented with a number of illustrative applications.

The method may be the most convenient and economical if the same

problem is to be solved many times with different input-time
histories or if the solution time is relatively long. The method

is applicable to a wide variety of problems (including irregular

geometries, position-dependent boundary conditions, position-

dependent physical properties, and nonperiodic irregular input

histories). Nonuniform internal energy generation rates within the

structure can also be handled by the method. The area of interest

is long-time solutions (in which initial condition is unimportant)

and not the early transient period. The method can be applied to

one-dimensional problems in cartesian, cylindrical, and spherical

coordinates as well as to two-dimensional problems in cartesian and

cylindrical coordinates.

THEORETICAL OVERVIEW

The analytical formulation of the heat-conduction problems (in

cartesian coordinates) covered by this paper is given in the

appendix A (ref. 3). A problem may have any combination of the

following four time-dependent inputs: specified boundary

temperature, specified boundary heat flux or heat flow, specified

ambient temperature in a convective boundary condition, and

specified internal energy generation rate within the structure.

One may be required to determine outputs such as selected surface

temperatures or boundary heat fluxes as a function of time in

response to the time-dependent input forcing functions in the

problem.
After the problem is discretized spatially by using either

finite differences or finite elements, the resulting system of

first-order ordinary differential equations in time with constant

coefficients can be expressed as (ref. 2)

HT' + S__T- F (i)

where _ is the capacitance matrix, _ is the temperature vector
containing nodal temperatures, S is the conductance matrix, and

is the input vector containing time-dependent and constant input

values. The vector _' contains time derivatives of nodal

temperatures. The matrices _ and _ are constant but the vector
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is time dependent.
The response-coefficient method utilizes the exact solution to

equation (I) rather than following the standard approach used by
the finite-difference or finite-element method. This involves
using an integrating fac-_£_rr_r Duhamel_'s:_h40rem , and solving a
generalized eigenvalue problem. Since this paper will also discuss

a number of response-coefficient applications, see ref. 3 for the

details of theoretical development.

After expressing the input vector _ in equation (I) as a

function of time-dependent and constant inputs, the integration in
the exact solution can be carried out. If a time interval is

selected and if each time-dependent input is assumed to be linear

within the time interval, it is possible to obtain Current Values

of nodal temperatures as a function of current and previous values

of time-dependent inputs as well as constant input values. The

initial condition will not be important for long-time §olutions

because only the most recent input history should be relevant in

finding current values of the selected outputs.

Typically one is interested only in a selected tempera£ure or

heat flow in the system. There are two ways of writing the output
equations. It is possible to express current values of the desired

outputs in terms of current and previous values of time-dependent
inputs as well as constant input values. It is also possible £0

incorporate previously-computed outputs into the computations of

the current outputs to facilitate calculations. Equations (BI) and

(B2) for these two options are given in the appendix B. Equation
(B2) is preferred because it involves much fewer calculations

compared to equation (BI). The coefficients in equation (B2) (the

_, the C, and _) are called "response coefficients".

Once all of the response coefficients have been determined in

a problem, it is possible to keep track of the desired outputs as
a function of time by the repeated use of equation (B2). It should

be noted that equation (B2) can handle multiple inputs and multiple

outputs. If there is only one input and one output, then the B
will become scalar numbers.

ONE-DIMENSIONAL EXAMPLE (CARTESIAN COORDINATES)

The response-coefficient method can be used to handle one-

dimensional composite wall structures with nonuniform internal

energy generation within the structure. Consider a homogeneous

wall with convective boundaries on both sides given in the appendix
C. The ambient temperature on the left-hand side is the time-

dependent input and the ambient temperature on the right-hand side

is constant. Let the desired output be the heat flux at the right-

hand side. We have one time-dependent input, one constant input,

and one output in this problem. Therefore, the response
coefficients will all be scalars, as can be seen in the appendix C.

A detailed discussion of this example problem and the computation

of the output based on a given input history can be found in ref.
(3).
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ONE-DIMENSIONAL EXAMPLE (CYLINDRICAL COORDINATES)

The response-coefficient method can be used to handle one-

dimensional composite cylinders (solid or hollow) with nonuniform

internal energy generation within the structure. Consider a long

circular cylinder made of steel (Appendix D). Let the surface

temperature be time dependent. The output is the surface heat flow

per unit length. We have one time-dependent input and one output

in this problem. Therefore, the response coefficients will all be

scalars, as can be seen in the appendix D. More details of this

example problem and the computation of the output based on a given

nonperiodic input history can be found in ref. (4).

ONE-DIMENSIONAL PROBLEM (SPHERICAL COORDINATES)

The response-coefficient method can be used to handle" one-

dimensional composite spheres (solid or hollow) with nonuniform

internal energy generation within the structure. Ref. (5)

describes a hollow steel sphere covered with asbestos. The inner

surface of this composite structure has a time-dependent specified

temperature and the outer surface is exposed to a time-dependent

ambient temperature (convective heat-transfer coefficient known).

Assuming that the input-time histories are given on an hourly

basis, it is desired to find the hourly variation of the heat flux

at the outer surface. There are two time-dependent inputs and one

output in this problem. More details of this example problem and

the response coefficients are given in ref. (5).

TWO-DIMENSIONAL EXAMPLE PROBLEM (CYLINDRICAL COORDINATES)

The response-coefficient method can be used to handle two-

dimensional composite structures in cylindrical coordinates (r,z)

with nonuniform internal energy generation within the structure.

Ref. (6) determines the annual heat loss through the walls and

floor of a buried solar energy storage tank with water as the

storage medium. In this example, a vertical cylindrical tank has

a water level at the ground surface. The insulation and the earth

surrounding the tank is the conduction system. The temperature
variation is in the r- and z-directions in this axially-symmetric

problem. Some assumptions need to be made to find the solution.

A time interval of two weeks is used to approximate the yearly

variation of the ambient temperature. The data for the problem,

the response coefficients, and the variation of the instantaneous
heat loss (from which annual heat loss is determined) are given in

ref. (6).

DISCUSSION

For a given problem and time interval, the response

coefficients need to be found only once. They do not depend on any

particular input-time history. For this reason, if the same
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problem is to be solved many times with different input-time

histories, the response-coefficient method may be advantageous. If

the solution is needed for a very long period of time, this would

also make the response-coefficient method advantageous because

arithmetical operations required by equation (B2) can be carried

out easily once the coefficients are found. Moreover, there is no

stability problem in this method since the exact solution to

equation (i) is utilized.

The response-coefficient method can be used to handle three-

dimensional problems as well; however, currently it has not been

developed to do that. The method has not been developed to handle

time- or temperature-dependent thermal conductivity or convective
heat-transfer coefficient. Another limitation is that radiation

boundary condition cannot be handled at the present time.
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APPENDIX A

This paper is concerned with heat-conduction transients

described by the partial differential equation:

-- k Ot ) a k ac ) _ (k at +@ ( + ( + ) g#/= pc (AI)
Oc

ax -E9 ay oz

where k, p, and c can be position dependent and g''' may depend

upon both position and time. There will be no restriction to

simple geometrical shapes. The conditions on the boundaries of the

region may be combinations of convection, specified heat flux, or

specified temperature as shown by equations (A2-A4).

Convection'. -k @t _ h(t.-t) (A2)
an

Specified heat flux: -k @c "
an = qs

(A3)

Specified temperature: C = t s (A4)

The convective heat-transfer coefficient may depend upon position

but not upon time. The quantities t=, q_, and t s may depend upon

both position and time. In fact, the,primary purpose of this paper
is to discuss problems in which t=, q_, ts, and g''' are prescribed

functions of time. Since long-time solutions rather than initial
transients are of interest, the initial condition will be unlm-

portant.

APPENDIX B

The output vector for current values (u (°)) can be expressed as

a function of the input vectors for current[s (0) and previous values

(_¢_)) as well as constant input vector (_) as follows:

U¢O) = _(0) + Z A s (_) + ED
.=y"-

(BI)

In this equation, _ is a time-step index that is zero at the
present time and increases by one for each time-step backward in

time. See ref.(1) for the expressions for the coefficient matrices

(the _ and _).

After incorporating previously-computed outputs into the
computation of the current outputs, equation (BI) takes the form:

_¢0) = Bo_s(O) + Z _ s (#) + Z C_(_) + DD (B2)
.#=1 _- #=1 _
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In this equation _(_) represents the previous output vector at the

time index _. See ref.(1) for the expressions for the B, the C,

and _; which are named as "response coefficients". The summations
have a finite number of terms because the _ and the C get smaller

and smaller as _ increases. The total number of the _ and the C in

equation (B2) is much smaller than the total number of the _ in

equation (B1). The number of rows in the _ will be equal to the
number of different outputs desired and the number of columns in

will be equal to the number of different time-dependent inputs.

APPENDIX C

Length and physical properties of the homogeneous wall

L - 8 in.

k = 0.6 Btu/hr-ft-F
p = 61 Ebm/ft 3

c = 0.2 Btu/_bm-F

Convective heat-transfer coefficient on each side

h = 1.46 Btu/hr-ft2-F

Time interval

A8 = 1 hr

Response coefficients

B0 = 0.004

BI = 0.044

B2 - 0. 031
= o.002

CI = 0.944

Cz =-0. 144

c3 = o.ooi
D =-0.080

APPENDIX D

Radius and physical properities of long circular cylinder

R = I0 cm

k - 0.03 kW/m-C
p = 8000 kg/m 3

c == 0.5 kJ/kg-C

Time interval

A8 = 5 minutes
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Response coefficients

B0 =-0. 340

BI = 0. 376

B2 = -0. 036

C I = 0. 274
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ABSTRACT

A e0mputer code, designated UMPIRE, is

currently under development to solve the Euter
equations in two dimensions with non-equilibrium

chemistry. UMPIRE employs an explicit

MaeCormack algorithm with dissipation introduced

via Roe's flux-difference split upwind method.

The code also has the capability to employ a

point-implicit methodology for flows where

stiffness is introduced through the chemical source

term. A technique consisting of diagonal sweeps

across the computational domain from each comer

is presented, which is used to reduce storage and

execution requirements. Results depicting one-

dimensional shock tube flow for both calorically

perfect gas and thermally perfect, dissociating

Nitrogen are presented to verify current

capabilities of the program. Also, computational
results from a chemical reactor vessel with no

fluid dynamic effects are presented to check the

chemistry capability and to verify the point-
implicit strategy.

INTRODUCTION

The role of Computational Fluid Dynamics

(CFD) for engineering applications has become

widespread in various disciplines within
technology. This growth can be attributed to the

development of advanced solution algorithms and

computer architectures. One area of recent

particular interest is the application of CFD codes

with non-equilibrium chemistry to high-

performance propulsion systems such as ramjets
and scramjets, la The use of CFD in such

situations is especially appealing due to the

challenges associated with obtaining experimental

data. CFD can provide substantial information

regarding the physics of flows associated with

these systems that may be either impractical or

impossible to obtain from ground or flight-based

experiments.

The Euler equations which govem inviscid

fluid dynamics provide a good initial point for the

development of computational methods. They

describe significant features in the physics of fluid

dynamics, but are easier to work with than the full

Navier-Stokes equations. In the past, the standard

method for solving the Euler equations numerically
was to use central differences to evaluate the

spatial derivatives with second-order accuracy.

This approach produces good results everywhere

except in the vicinity of discontinuities such as

shock waves, slip lines, or contact discontinuities.

Near these features, central differencing generates

spurious oscillations, resulting in corrupted, non-

physical solutions. Numerical dissipation is

usually introduced through artificial viscosity, but

this method requires repeated "knob-turning" to

determine satisfactory amounts of dissipation

necessary for different applications.

Recently, upwind schemes have become

popular in dealing with flows possessing

discontinuities. Upwind schemes exhibit the

ability to reduce spurious oscillations by

incorporating physical characteristics of the flow

into the discretization process. They are naturally

dissipative, and thus the "knob-turning" required

by central differencing schemes is unnecessary.

One of the standard upwind-type schemes is the

flux-difference split method of Roe. Formulated

first for a calorically-perfect gas, 3 it has been

modified for both equilibrium and non-equilibrium

chemically-reacting gases. 4's'6 Roe's flux-

difference split method utilizes exact solutions to

a series of local, approximate Riemann problems

at computational cell interfaces. Roe's method in
its basic form results in a spatially first-order
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accurate scheme, since the state of the fluid is

assumed constant across the entire cell. It can be

extended to second-order accuracy through a array

of techniques that use either variable extrapolation 7

or flux extrapolation. ",9 In general, however, by

raising the accuracy to second-order, some

oscillations will be produced. 1° This difficultly can

usually be overcome through the application of

flux limiters in the algorithm to smooth

oscillations without additional smearing of any
discontinuities.ll

As part of an effort to acquire the

capability to model high-speed, reacting flows, a

computer code was developed to solve the Euler

equations including non-equilibrium chemistry.

The code, designated UMPIRE (for Upwind

MacCormack Point-lmplicit) uses a scheme

similar to the one presented by White, et.al. _2 This

method is based on the explicit, predictor-corrector

MacCormaek scheme with upwind dissipation

terms introduced through Roe's flux-difference

split method and extended to second-order

accuracy using the Szema-Chakravarthy method s

and a minmod flux limiter. The point-implicit

method presented by Bussing and Murman 13 for

dealing with a stiff chemical source term is also

utilized to speed convergence for steady-state
applications. The motivation behind UMPIRE is

to create a code that can accurately and efficiently

model inviscid flows with non.equilibrium

chemistry for a wide variety of different
conditions, and to have the code to serve as a basis

for future development of more advanced codes to

solve the Parabolized or Full Navier-Stokes

equations. Also, the educational benefits and

practical experience obtained in developing such a

code from the ground up cannot be overlooked.

GOVERNING EQUATIONS

Fluid Dynamics Model

The governing fluid dynamic equations

currently utilized in the UMPIRE code are the

two-dimensional, time-dependent, compressible

Euler equations in chemical non-equilibrium.

They may be written in compact vector form for
Cartesian coordinates as

a_._Q÷ a_..z÷ aY +X,. 0 (i)a:

The dependent vector Q, the inviscid flux vectors
E and F, and the chemical source term H are

Q I

H

given by

pu
pv

!:I
c_,,l
0
0oI

Z W

F S

pf,u
pf=u

pf,,u
pu=+p

puv

pf_v
p£2v

i

pf_v
pvu

p v 2 ÷p
V(eo+p)

(2)
l

=

where p is the density, f_ is the mass fraction of

specie i, d_ is the production rate of specie i, p is

the pressure, u and v are the x- and y-components

of the velocity, respectively, and eo is the total

energy per unit volume. In order to close the set

of equations, additional relationships are required.

For a mixture consisting of independent, thermally

perfect gases in thermodynamic equilibrium, the

equations for pressure, specie enthalpy, and total

energy may be defined as

N

p = p 8{T E fi (3)

T

hi - (Ah:)_ ÷ c_,._('c) d'c (4)
Ts
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N

where _R is the universal gas constant, (Aht)i T' is

the formation enthalpy of specie i at reference

temperature T,, T is the temperature, and c_i is the
specific heat at constant pressure of specie i. The

final equation necessary to complete the system is

given by

N

- i. (6)

Equations 1 and 2 are best suited for

solving on an orthogonal grid with constant

spacing. Since the Cartesian x-y coordinate

system does not provide such a grid for most

physical applications, Equations 1 and 2 were

transformed into a general computational _-rl

coordinate system possessing the above qualities.

Carrying out this transformation and manipulating

the restilting equations into conservation-law form

yields 14

- _. ÷ ay. .O (7)
'

where the transformed vectors are given by

i

pu
pv

80

(_21

i

-- i 6)_S'- 3
0
0
0

1

F-!
J

Pfx U

Pf2U

pf2v

pf v
puV+_x;

p vV+_ yp

V(eo+p)

(8)

In Equation 8, I represents the Jacobian of the

transformation, _,, _,, fix, and fly are the
transformation metrics, and U and V are defined as

u- {_u+_yv v- nxu+_yv. (9)

Equations 7 and 8 are the equations that are

actually differenced and solved by the UMPIRE

code. For the remainder of this paper, the bar

over the transformed vectors will be dropped and

it will be assumed that they are being used unless
otherwise noted.

Thermodynamic Model

The thermodynamic model utilized by

UMPIRE consists of a fourth-order polynomial for

the specific heat at constant pressure,

Cp, i " Ai+BiT+CiT2+DiT_+EiT 4 , (i0)

The coefficients _, B_, _, Di, and E_ are found for

each specie of interest using a least-squares curve-

fitting routine and thermodynamic data up to 6000

K as given in the JANAF tables 15.

A thermodynamic quantity required for the

calculation of the chemical equilibrium constant is

the Gibbs free energy per mole of specie i at one

atmosphere pressure. From its definition, the

Gibbs free energy may be found from

B_ 2 Cir3
gi _'I -- A_ ( r- rlnT) --_ T --_

_ D__£_T4_ E i TS_F _Gir
12 20

(11)
F

where the coefficients F, and G_ are functions of

T,, (Aht)i T', _, B_, C_, D_, E_, and the specie entropy

at T,. All of this information may be easily

obtained for the species from the JANAF tables.

Chemistry Model

To obtain the specie production rates

required in the calculation of chemical source
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vector, it was assumedthat the reactionmethod
employed consists of J chemical reactions
involving N species,and that the j'_ reactionmay
bewritten in the generic form

N N

In the above equation, %.j is the stoichiometric

coefficient for the i'h species in the j,, chemical

reaction, where i = 1, 2,..., N, and j = 1, 2,..., J.

The source term for specie i is found by summing

its production rate over all reactions. If the

forward and backward rate expressions ate defined

as

, " ( peon,',,

" (o .j "k .JrI
(13)

then the source term becomes

J

= _vi,j-vi, J) [ai,_ ,
j-1

The forward rate constant of reaction j, k_j, is

calculated using the Arrhenius model equation

E

k_,,j - AjTN:exp (-_T )
(lS)

where Aj, N i, and _ are empirically determined
constants for each reaction. The backwards

reaction rate and equilibrium constants are

(16)
k_,j

AG ,l_"t .

k_,j = ( xo_.,ns)_,n,Rr exP("_r '_ (17)

whete

N

Acj,. , , (zs)= (vi,j - vi._) gip'I
i',1

and

N

An = _-z (vl'i'j - vli,j) . (19)

NUMERICAL METHODS

Roe's Hux-Difference Split Method

The upwinding present in .the UMPIRE

code is introduced through Roe's flux-difference

split method. For a one-dimensional situation in

Cartesian coordinates, the approximate Riemann

problem

a,_.._Q+ [A/] aO _ 0 (20)
at ax

with the initial conditions given by

O(x,O) = Qz, for x,:O

O(x,O) = Q= for x>O

(21)

is solved at each cell interface to yield a new

distribution of the dependant variables across a

computational cell, The matrix [A'] is a special

form of the flux Jacobian matrix, 0E/SQ, that is

assumed to be a constant function of QR and Qt.

over a computational cell and must satisfy certain

properties as shown by Rock. For the non-

reacting, calorically perfect gas case, these

properties are satisfied by the "Roe-averaging" of

the flow variables, given for a general flow

variable q as

, pv,"_i,z . v/'_"
(22)

For the non-equilibrium reacting gas case, this

averaging process becomes more involved due to

the added complexities of the system of equations.
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Orossmanand Cinnella4 presentedRoe-averaged
expressionsfor a reacting gas that satisfy the
conditionsprescribedby Roeexactly,andtheseare
the relationshipsusedby UMPIRE.

In Roe's flux-difference split method, the
flrst..ordernumericalflux at the cell interfacesin
the_-direction may bedefinedby1_

E_..},j - E:t,j .,. de.t__, j

•" s_._,,i - de;._,:
(23)

where

(24)

In Equation 23, S_ is the matrix whose columns

consist of the right eigenvectors of (gE/(gQ, S_1 is

the inverse of S_, A"_ is a matrix consisting either

of the positive or negative eigenvalues of (gE/OQ

on its diagonal, and the ^ represents evaluation at

the Roe-averaged state. The first-order numerical

flux for the interface at i-½,j is defined similarly
as

E_ - E_ ÷ de_-_,: -_,: -_,:

•" E.t,.t - de_'...},j
(25)

where

de;..},j = (9_ l_oa_ J') i-.},j(Q._,j - Q._-x,j)

(26)

For two-dimensional calculations, one-

dimensional flux-difference splitting may be

applied in each direction independently, and the

results then combined. This method is fairly
straight-forward, but does have some limitations

when waves oblique _ the computational grid are
present? '_7 The first-order numerical fluxes in the

rl..direction at the interfaces i,j__._4 are given by

equations similar to Equations 23 through 26.

Upwind MacCormack Method

The numerical algorithm used by UMPIRE

is the MacCormack predictor-corrector scheme

with flux-difference split, upwind dissipation terms

as presented by White, et.al, t2 The derivation of

the upwind MacCormack scheme begins with the

spatially and temporally second-order accurate

form of the modified Euler method for the Euler

equations

A=)L-_ . -A _C<<.__,j-<__)

÷ (Fj.j._-p2.:__)._;.j

(27)

where r+l = p and r = n for the predictor step,

and r+l = c and "t: = p for the corrector step. The

change in Q for the entire time step from n to n+l

is then given by

= _(AQ],jp + AQi,j)e (28)

The numerical fluxes at the cell interfaces (2 ½)

are calculated by Roe's flux-difference split

method as represented in Equations 23 through 26.

Since there are two expressions that yield the

numerical flux at each interface, the expression

E_+_i - E_._, may be written in four different ways.
The two ways that are of interest here are

E_.},_ - E_.},j - E_._,_-de_.},_ -

(E_,j-de__},j) (29)

,, A_E_,._ - (de;._,j-de___,._)

and
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,J " E_,j +de_o ,:,.1

- V_E_,j + (de_._,j-de___,j)

(30)

Similar equations may also be written for F_j+_ -

F_,j._. Inserting these expressions into Equation 27

yields the MacCormack predictor-corrector scheme

with upwind terms to provide dissipation. For

example, if forward differences are inserted into

the predictor step while backwards differences are

inserted into the corrector step, the resulting

equation is

A Q_,j = -A _ [ _E_,,j- ( de;,_,j-de___
"" n

_nF.i,j- ( d_",_,,._ -df_..:l_.} ) +H_.j]

,_)+

_Q_,j - -_/: [V_E_.j + (de_._,._-de._'__,_) +

VnF_,j + ( df _,_,..}-df _,;_._ ) +HI j]

(31)

In the UMPIRE code, the forward and backward

differences for the predictor and corrector steps are

cycled according to Table 11. to prevent build-up
of directional bias. This method is stable for a

CFL number -: 1, as is the standard MacCormack

scheme when applied to the Euler equations.

Second Order Terms

Thus far, the upwind MacCormack scheme

as presented is only first.order accurate in space
because the state of the fluid is assumed to be

constant across a computational cell. There are

several methods available for extending the spatial

accuracy of the upwind MacCormack scheme, but

UMPIRE currently uses the Szema-Cha_varthy

method s, based on the work of Lawerance, et.al. _9

First, in the _-direction, intermediate
variables a are defined as

=_._._.j - (s_"_) ,.,:.: (Q_._-Q_._. j)

¢2,'-_ " (s_-_)_--_._(Q_.x.J-Q_ _)3,J

¢3,_._,_ = (s_"_) _--_._ (Qi.=,_-Q_-_,_)

(32)

Then, these vectors are limited relative to each

other using a minmod flux limiter function in

order to reduce spurious oscillations. The resulting

equations are given by

A_,i._, 1 - ram[ (_m) _._.j, _ (_) _._.j]

:,J

A_._._._

- mm [(¢=) _._,_, _ (_:) _._,_]

= ram[ (=_) i÷_,2, _ (_) x.__,j]

= mm[(=_)i._,_,_(¢=)a._,_]

(33)

where the minmod function of two values x and y

is defined as

mm = sgn (x) max [0, rain{Ix], ysgn (x) }]

(34)

and

p = (3 - _) (35)
(: - _)

is known as the accuracy parameter, and was

assumed equal to -1 throughout this study,

corresponding to a fully-upwind method, t9

The intermediate vectors are then

multiplied by the eigenvalues and eigenvectors to

obtain the iimitedUl_w_nd_flux_ .... . : _::-_i :-:.
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-
(36)

Finally, the total second-order contribution to the

numerical flux is defined by

dee_._,j 4. z,i _,j . . .

(37)

Similar second-order terms may be found for the

i-½,j interface as well as for the interfaces in the

q-direction.

The second.order upwind MacCormack

scheme is obtained by adding Equation 37 and its

counterparts at i-*A,j and i,j±½ evaluated at time

level n to their corresponding first-order numerical

fluxes defined by Equations 23 through 26 in th__.._e

eorrector step 0nly. *z16 For example, to raise

Equation 31 to second-order spatial accuracy, the

predictor step would remain unchanged while the

corrector step would become

a Q._C:I " -A ta [V{E_,j+ (de Ya._, _-de_-.._,j)

* (dee_÷ ,,j-deei n.: ,j)

÷ , ._aej.j.{)
ee _÷ (d i j.}-dff, j.})

(38)

Point-Implicit Treatment of Source Vector

When dealing with numerical solutions of

chemically reacting systems, the problem of

stiffness often arises. Stiffness in a chemically

reacting system is a result of the widely varying
characteristic time scales between the chemical and

the fluid dynamic processes being modelled. If

left untreated, stiff problems require prohibitively

long solution times, due to the fact that the

solution must be advanced at its smallest time step

to remain stable. A popular method for treating
the chemical source term is to evaluate it

implicitly, which introduces the chemical source

Jacobian as a premultiplying matrix to the left-

hand side of the predictor and corrector equations.

Continuing with the forward predictor, backwards

corrector example in both coordinate directions,

Equation 38 becomes

@H n ._

[

,,1. a,

= RHS Eq. 38

" RHS Eq. 38

(39)

Thus, at each grid point, an N+3 system of

equations must be solved. Bussing and Murman 13

have shown that by evaluating the source term

implicitly, the disparity between the characteristic

times is removed, thus allowing each process to

advance towards the steady-state at its own rate.

Point-implicit capability has been included in the

UMPIRE code for use in steady-state problems

which contain stiff chemical source terms.

Coding of Upwind MacCormack Method

The coding of the upwind MacCormack

method was given much consideration while

constructing UMPIRE. A technique where the

computational domain is swept diagonally in

varying directions was felt to be the most efficient

application of the upwind MacCormack method.

By examining Equation 44 and its counterparts, it

can be seen that AQi,i r' and AQ_,ic each rely on
information from two of the four surrounding grid
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points and all four of the surrounding cell

interfaces. The two grid points providing

information depend upon whether forward or

backward differencesarecurrentlybeingemployed

for each of the coordinate dirtctions. For

example, in the predictor step of Equation _S,

which wiI1 be referred to as an FF step sine_ the

finitedifferences in both directions are forward,

the grid points i+l,j and i,j+1 are used in the

calculation.By inspectingFigure 1,a model 6 x

6 gr/d in computational space, itcan be seen that,

for an FF step,a diagonal lineofgrid points(Line

A) relieson the information found along the next

diagonal line of grid points to the upper right

(Line B) and the two surroundingdiagohalline*of

cellinterfaces(Tines F and G). Similarly,for a

BB step, Line A relieson the informationfrom

Line C and Lines F and G, for a FB step,Line D

and Lines H and L and for a BF step,Line E and

Lines H and I. Thus, for any combination of

differences,only four linesof dataneed be stored,

two for the fluxes at the grid points,and two for

the numerical fluxes at the c_IIinterface. This

reducesstorage requirements when compared with

calculatingand storingdataforeach gridpointand

intcrfacain the domain, and itreduces execution

time when compared to calculatingdata at each

node and interface as needed and discarding,

especially when considering the computational

effortnecessary to calculatethe interfacefluxes.

There are some additionalcoding requirementsas

well as an increase in code complexity with this

method, but it was felt that these were insignificant

when compared to the disadvantages associated

with either of the other methods. Also, this

method should improve vectorization ability when

the code is ported to vector machines such as the

Cmy Y-MP.

For each predictor or correcter step, the

code first determine* the category of the current

step; FF, FB, or BF, BB (sea Table 1), With this

information, an initial starting grid point is

defined; lower left for FF, upper right for BB,

upper [eft for FB, and lower right for BF. The

code then sweeps towards the comer of the

computationaldomain oppositetoitsstartingpoint,

steppingone diagonalata time. The same line,of

code are used for allof the categories,with the

only differencebeing the value of a fe_vinteger

variablesto make the distinctionbetween sweep

directions.Only thedataforthecurrentgridpoint

and interfacediagonal and for the previous grid

point and interfacediagonal are stored in the

computer's memory. If the step is a predictor

step,thenthesecond-ordertermsfrom Equation 37

are calculatedand stored for the entiredomain,

while ifthestep isa correcterstep,thepreviously

calculatedsecond-order terms art added to the

interfacefluxas indicatedEquation 38. Care must

be taken when calculatingand adding thesecond-

order flux terms using this method to insurt that

all of the signs are correct when performing both

forward and backward sweeps.

RESULTS
Three testcases thatwere solvedusing the

UMPIRE code are pres,ntedhere; a shock tube

containing caloricallyperfectgas, a well-stirred

chemical reactor with dissociating Nitrogen, and a

shock tube containing dissociating Nitrogen.

Shoc{_Tube (Cal0rieallvperfectGas)

Shown in Figure 2 arm thedensityprofile*

obtained by UMPIRE for a shock tube with

caloricallyperfectgas. Thisexample was run until

the time was equal to 5 x 10" seconds,with y =

1.4.,a CFL number of 0.5,a pressureratioof 2:1,

and a mmperature ratioof 1:1. Them were 101

gridpointstaken along the lengthof thetube,and,

even though the problem is essentiallyone-

dimensional,5 grid pointswere taken along the

width of the tube totestthe code's basicstructure

in two dimensions. Figure 2 was generated by

running UMPIRE in four different mode*; no

upwinding (MacCormack scheme with no added

dissipation), first-order upwinding, se_ond.-ordcr

upwinding with no flux {imiters, and sccond..order

upwinding with minmod flux [imitcrs. A modest

=
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2:1 pressure ratio was selected here to contrast the

results from the standard MaeCormack scheme

with no dissipation to those from the MaeCormack

scheme with upwind dissipation, since at higher

pressure ratios, the former produces such wild

oscillations that negative pressures and

temperatures develop. The effect of the upwind

dissipation on the oscillations present in the

standard MacCormaek scheme can be easily seen.
Also, the second-order scheme appears to resolve

the shock and contact discontinuity better that the

first-order scheme. In this case, the difference

between the limited and unlimited second-order

scheme are minimal because of the low pressure

ratio, which causes only minor oscillations to be

produced by the unlimited scheme. Other pressure

and temperature ratios were examined for the case

of a shock tube with calorically perfect gas, and

they yielded results that similarly matched those

obtained exactly from one-dimensional gas-
dynamics m.

Chemical Reactor (Dissociating Nitrogen)

The second case presented here is the

chemical reactor containing dissociating Nitrogen.
In this model reactor, it is assumed that there are

no fluid dynamic effects present, and that the only

change in the system is caused by the presence of

chemical reactions. This ease was investigated to

cheek the ability of the code to handle a simple

reaction mechanism deeoupled from the fluid

dynamics, and to examine some of the features of

the point-implicit method.

The reactor was assumed to be a square

box, and a simple 5 x 5 grid was used. An initial

temperature and pressure were selected, and values

for the mass fractions of N 2 and N were chosen so

as to not correspond with the equilibrium

conditions. For the ease shown here, these values

were taken to be 4000 K, 10 MPa, .9, and .1,

respectively. UMPIRE was then used to march the

solution forward in time to a steady-state,

equilibrium condition, using both the point-implicit

and non-point-implicit methods and a variety of

CFL numbers. The reaction used to drive this

system and its Arrhenius coefficients are shown in

Table 221. The results are shown in Figure 3,

which are graphs of the length of time and the

number of steps required to reduce the norm of the

residual vector to 10 _. When the point implicit

method is not used, it can be seen that the length

of time required to reach the equilibrium point is
about the same no matter what CFL number is

used. This represents the physical time required

for the dissociation reaction of Nitrogen to

equilibrate. However, the results for the point-
implicit method show no such constant time is

found for different CFL numbers. The time in the

point-implicit method is no longer a physical time,
but a "psuedotime "13 used to advance towards the

steady-state. The point-implicit method was found

to converge to an equilibrium value for CFL

numbers as high as 0.9, while for the non-point-
implicit method, CFL numbers under 0.01 were

required for stability. This example demonstrates

the potential of the point-implicit method for

solving equations where the chemical and fluid

dynamic time scales vary widely. The point-
implicit method has allowed the reaction to be

separated from its physical time scale and instead

be associated with a psuedotime scale, which will

be of the same order as the fluid time scale. It

should also be noted that, for the initial conditions

presented earlier, the code converged to practically
the same equilibrium point no matter what CFL

number or whether the point-implicit or the non-

point-implicit was used. For the given initial

conditions, this equilibrium point is given by T --

6067.8 K, p = 1,426,811 Pa, fN2 = 0.965355, and
fN = 0.034644.

Shock Tube (Dissociating Nitrogen)

Once some confidence was established for

the chemistry capabilities of UMPIRE for the

simple Nitrogen dissociation reaction, it was

applied to the shock tube ease. In this ease, a

pressure ratio of 8:1 was used (10 MPa : 1.25

MPa), with a temperature ratio of 1:1 (T = 4000
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K). Again, the grid was 101 x 5 and a CFL of 0.5
was used. The code was marched up to I x 104

seconds, and the second-order, limited, upwind

MacCormack method was used to solve the

equations. The profile of the mass fractions for

the two species of Nitrogen are shown in Figure 4.

At 4000 K, molecular Nitrogen is just starting to

dissociate, and thus we do not see much atomic

Nitrogen present. As the shock wave propagates

to the right into the lower pressure gas, the mass

fraction of the molecular Nitrogen drops while the

mass fraction of atomic Nitrogen rises. The non-

equilibrium effects are clearly seen in the

overshoots and undershoots present in the mass

fractions immediately following the shock.

Downstream of the shock, the chemical

composition is given the chance to equilibrate, and

returns to its equilibrium composition.
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Cycle Predictor Corrector

Direction _ rl _ rl
1 F F B B

2 F B B F

3 B F F B

4 B B F F

Table 1 - Cycling of MacCormack Scheme

..... F -> forward difference, B-> backward difference
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Figure 1 - Diagonal Sweeping of Computational Domain

N 2 + Nz ._. 2N + N_ A = 4.8x1014

N = -0.5

E = 9.3951929x108

N 2 + N ',-i, 2N + N A = 4.1x1019

N = -1.5

E = 9.3951929x10 s

Table 2 - Reaction Mechanism for Dissociating N2

in units of m_/0cmol • s)
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